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Abstract

Predicting students' academic performance prior to completing their studies,
particularly within the initial three years, proves advantageous for designing appropriate
educational support strategies throughout the remainder of their academic journey. This
contributes to higher academic success for students. This type of knowledge extraction, using
student data, is a branch of data mining called Educational Data Mining (EDM). This research
analyzes factors affecting the academic achievement of students graduating in the Information
Studies Program. The results not only aim to enhance the potential of students with various
academic performance levels but also provide insights for curriculum improvement by
identifying patterns related to the studied courses. The dataset was applied to classification
models to categorize students into four target groups: Excellent, Very good, Good, and Fair
performance. Five data mining methods were selected for this research, including K-Nearest
Neighbor (KNN), Naive Bayes (NB), Decision Tree (DT), Support Vector Machine (SVM), and
Artificial Neural Network (ANN). The dataset was divided into three groups: demographic
dataset, grades of individual courses, and semester GPA dataset. This research also dealt with
an imbalanced dataset of 275 samples, which was balanced using the Synthetic Minority Over-
sampling Technique (SMOTE). The results were then compared with the original dataset,
increasing the sample size to 400 samples. The findings indicate that the GPA of each semester
during the first three years provides a high accuracy rate of 90.5% when using the balanced
dataset applied to the Naive Bayes model. The dataset containing individual course grades
also produced good results, while the demographic dataset had the least influence on
prediction. This research provides valuable knowledge to support educational strategies for
improving student academic performance and serves as a basis for future improvements to

the Information Studies curriculum.
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LAATAIANISANE F0eREnn1AvIEsAUmARNYINduSaIN1sAnw LAl Inetlufunddnsiia 59 fie
62 Nansanisanwlud w.e. 2562 59 2565 F1uU 275 AU Feanuaduldnndnsanisdnenly
nanansAaumansdndin a1vivasaumaing anansusuuse J wa. 2559) Tuaiuvedlung

o A ¥ yQJ a < o aa ¥ ! ¥ ‘ﬁl ¥ ‘NI V‘NI U

nsviunilesveyadzlydanaiiunisduundssan 5 38 laun msauniieuuiunlnaiign K 67 (k-
Nearest Neighbor: KNN) 38uuutugaes 19418 (Naive Bayes: NB) auludndula (Decision Tree: DT)
FUNDIALINLADITUUTTU (Support Vector Machine: SVM) way lassuaUszainiieu (Artificial
Neural Network: ANN) @un1sdnanduanuadgvesennsiinazlumaianisAndonaaanyue
AEANUAN] (Information Gain: IG) HadnslaaunsaudllyuSulsmangnslueuan (vangns

UFuusa U w.e. 2569) Wioeeniuunisiseunisasuluniussansnngdu
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1. middeigihnsandunadmiunissuunussnnvaneiadieriunenadugrinianis
SouvesiAnnouSeutuminedofiuntiseiausnuemnisine MslieTenasfiansaa ﬂsgau”a
newnGeuLaznanisioulu 3 Jusn lasfinsanandnvasmasssnsuarseivsuiy

2. enAdeiasmslimsun andnvasvienonvitinlafinanemaioulunmau deln
anunsovevdetdndiimuidsnglansandvavaui vienseauluiandaunenewiivgyiunge
lusginfudelvitu manumarusiiveusy dnodludaneifiunsvimilesweyavaredanaiy
dietinsevnn Saneifiulasmnzauiian duiulwmesdinsiouifisunadwsiilannuannvas
9ane3uYDINTIIMUNUTZIAM (Classification)

3. eddeil %ﬁﬂmmq‘mw%mg’ma'ﬁaumcﬁmam'g (Information Science: IS) LagA"L
walulagansauina (Information Technology: IT) ’J'Wﬂéuﬁaaaqﬁéqmamhwaﬁ’mqw%wmm%u

a8149ls



Toyalidnivia 59-62 NTrULUINIINANK VANGAS AU,
(Student Information System: SIS) ansaumaing USuuge 59

v v

ﬁﬂmuaﬁ'gmm%’amva (Data Understanding and Collection)

v

TawFeudayadmiunsviwmilesioya (Data Preparation)

v

a51auuuiiass (Modeling)

KNN NB oT SVM ANN

v

10-Fold Cross-validation

v

Useliulseansnwueauuidnass (Model Evaluation)

v

NaaNSAlA1NUATY (Results)

v

Anszilazaiusiuua (Analysis and Discussion)

v

ANSLNELWINANUIRY (Research Dissemination)
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dmsunsouuuiAnnuiselatiauenisnin 1-1 ImaL'%'m"mﬁ']L%ﬁ%agaﬁﬁagumgfﬂuiwu
U3NMINIANYIVDIIIANENEEY TN LazToyavTRmENgnTANsAUMARNWIaTUUTUUSsT 59 91ndy
ynsnyiuarsIuTIvTeyanauwInsruIuM s niiesteya duneunsluasdunsiniounin
nsonvesyeaya Wy Snszideuyeveyalva wnluveyadifianain wie wasweyalneylugUuuud
Tydmsunisassluaanisiuie seundunisasislunaniowvudassiilalunisiuieats
Sane3fiu 5 Sanedfiu Milananliuavnany delalmmauuarivhmsussdiulssavdvedluag
pemasTafidunasglaseidoumingaudua (Confusion Matrix) lasasfinnsaainaiaaiu

wiug (Accuracy) vaslunatdundn wadnsiilazinidieseniazeduseaguluddunsly
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NUNIUITTUNTTULAZITUIBMNYIVDY

S v

WUIAALAZN B INEIVDS
NSmMTeweya Ae NTTUIUNITAUMIANFURUS JULUY wazkwiluilvy q nglyvoya
Puunniivlaluadaveya (Data Warehouse: DW) uadlydsnisnisndinananswazadalunig

(%
¢ IS

AATIENYBYA mi‘v‘hmuaﬂsgauuasduEf[n;a’mwmﬁuéjummgﬁLﬂuﬂisiasuﬁLLaW'lauiauug'm%a;ga
Guums[,mg' (Knowledge Discovery from very large Database: KDD) Tmﬂu"ﬁsuyayjaﬁlﬁaqlmml’m
NITUIUNTT LLayaﬁammgw%ﬁaﬁwﬁ’nﬁq}auaavjmaslusqmsgaaﬂaméwﬁ?uaaﬂm dislalumsdimsiznnse
i q fevietulaesnsuiug

mﬁmiwﬁﬁﬁmﬁﬁﬂmiﬁﬁmﬁaa%agammia%’mﬂizmm gt

1. 33msinsizunneadfnuusaiu (Classical Statistics Methods) 1@ n1534AS12WANS
0008y (Regression Analysis) mﬁmiwﬁﬁ]”muﬂﬂqﬂ (Discriminant Analysis) LaZNISIATIE
LLﬂaﬂfjaJ (Cluster Analysis)

2. ﬂzyapﬂisﬁwﬁ U %umau?%ﬁqﬂ’uqﬂﬁu (Genetic Algorithms: GA) N13A1WIMAIY
Uszam (Neural Computing) LLaz(ﬂiiﬂﬁ’]ﬁmgﬂﬁjMLﬂ%a (Fuzzy Logic)

3
[

3. nsdpugrenaind wu lasaweusyam (Neural Network: NN) maiFougidedydnval
(Symbolic Learning) LLaﬁ%mﬁmaUﬁmmmmLL‘U‘UQQ (Swarm Optimization: SO) F3iUsznoume
NSNALNATUTEVINIT NNTN9aD A 5uqaLLazmﬁmezﬁwqﬁmméﬁaﬂmmﬂwﬁwﬁ wndamanis
annsntanlyusslonilununie 9 tietagussasniiunnaistu lwu msadagukuy msviuie
ngfingsy viensesuisuun v R UeYaUIRE

msvniieseyalaimedailyresfianesvislunisiiesgniioszinana lasnisarn
voya (Extract Data) :ngIuveyavualug (Big Data) ielvlaasaumaiiiusslowy uazaunsn

ildlvlaegnanunzay easnainugnaununigliuulazauduiusngeusy luveyaiiiviung

'
a va =

(Target Data) fenadnsiilaainnisuasweyafuluurug@efif Jmuesanuaiusodiniug
d‘l K a s U ! U U a dl ! d‘ s
Uluunledamn Ainsenmansenulusuien wazdiwisatuayunisdndulalusong 9 iedseloyuy
FUEAUDINUILNY

nszvrunsidunInsguenamnssudmsunisvimilesveya (Cross-Industry Standard
Process for Data Mining: CRISP-DM) wiaiunlud 1996 laguiewn DaimlerChrysler, SPSS wag NCR
N3UUNN5 CRISP-DM Asuanslunin 2-1 wWunszuiunisifivsglovudwivvlunisiiniesweya

[

fienumnzauuaziiuninsgiu lne?l CRISP-DM Usznaulunieneasdin 6 Tuneu (Phase) Aail
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1. Tunaun1svinA1uilagsia (Business Understanding) — biuii n15vinAanau1la

(Y )

nUsvasakarauTndureInsaniuag assnindaumvune 1e31(n wasveuwnvesvoyaiaL

4 ¥
° &

WUTIATIEY TIBINTTAmTEUNagNsIUaw

2. Fumpun1siauilareya (Data Understanding) - t0udunauvesnisiiusiusiy
> o o > a * o > = = > 4 o %
YayaNiNgIves Uszilluaunmvesweya Andenveyaniaulauaziiniugnaes iivatunlylung
UfUR

3. JumeuNsIAMIBUYaYa (Data Preparation) — 3ALA3EHYDLAIINVBYARU (Raw Data)
\Honveyanean1sinsey wlaseyaliimngay uazdnmssuveyalvueglugluuuinseudmsy

d e Yo oy ov o Y Gy v¥

\AsaslaaTafiuy (Model) Tumeuiiazlylianunigalunnduneu nsizAMN YU lnduee
fuAunIMYeayafidamIsuil nMsmIsuveyausznaumedunaugeenan Ae N1sAREENYBYA
(Selection) Msnaunsasweya (Cleansing) uavnsuuasguuuuresveya (Transformation)

4. JuneuUNITATIFILUY (Modeling) - 1umsaseduuuanveyaiilaniainduneunsy
wu Juneutlazidonlyimaiianisasisiwuuiivunzan dnviauuulndunnnsgiu wagnegeu

o a o o = o oA Y o Cdad

Hadnsivanvaedmsudyniiediu iivelvlanadns g

5. Tumpunsuszdiusiuuu (Evaluation) - iunsusediupaninvesianuuilau ey

d' (% ¢ A v v d' 3 ¥ v Q’Jj U % yo.l aa '

wuuilussadnguszasanienssiumunefiaels daidudunsudsulseluladuuuiidfnganeu
Wldlyas

6. Tuppunslrau (Deployment) — ilunsidnuuiiasaululyanu lnsuvasiuifnd
ol duansaunaiielnnenenisiwila wazganunsatluladsslosula saufenisfiaamuuszifiueg

‘ﬂl v g ¥ o IS ¥ KAQI ‘;’ '
el suUstlvnssuunsyimileweyaauysagdunely

N "
Business > Data Data
Understanding < Understanding Preparation
/ -
A
Deployment Evaluation H Modeling

AN 2-1

N3eUIUNIT CRISP-DM



nsvinwmilasdayan1an1sAnen (Educational Data Mining: EDM)

Nsvwilesveyan1aNIsAn¥IUTENUAIY 6 Tumaumian (Alyahyan & Dustegor, 2020) @4

wandlaluniw 2-2 fadl

Data Initial Statistical
Collection Preparation Analysis
Data Data
Evaluation
Mining Preprocessing

NN 2-2

NTFUIUNITIUNL9Y0YaN 1NN ITANY)

1. mssusiudaya (Data Collection)
sTuTveya iunisisreyaseninainuats q unas Feuseneuluasvoyaneuly)
uine1de veyanuUszEINg veyatiisavestuaninuinaeuedyiiou Tanfeeyaniniu
Ininen lnsunAvoyadlolunisiundoninaglauainszvuarsaumadn@ny (Student
Information System: SIS) wassvnInendetiu q uafiiveyavesyiFounisauilamannisiuoy
ﬁﬁmmaﬂﬁgﬁﬂmaq %a%auﬂaﬁu’wmm3Qﬂﬁ’miwﬁﬂﬂﬁmLm%ﬂﬁﬁmmwgwém%’umﬁmiwﬁiusﬁgu
noly

2. mawdeudeyailosdu (Data Initial Preparation)
mawdsuveyailesnu Wutuneuitddyinnidesansuuuuiafuvesoya (veyadv) Tny
Unfiumveyadudinlufanunsoudmiunsiiengkagmsasluea iosngnvoyaiilaun
aunnunnnsTesslussuuasaunaniiona q fadululainereiveyauamely veyals
aonnaesiu veyalugnaes uieveyaiinugiouty innzasiuveyaduiedndunemiy
nsgvuMIIanTeseyalmvazan Usenouluaae 1) msidenveya (Selection) 2) e
.

aze1nveya (Cleaning) Uag 3) Nslaunveasduusluu (Derivation of new variables) Tunauil

AnudAyesaInnLazdinagluaaniunisuuian
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nsiienveya Usznaualgnisidenlunuing (weanidin/diuus) uagnisidenluwuiueu

(nsalFpeny/seilon) (Pérez et al, 2015) naansflaainnsidenveyaviivynveyaildnuiuduys

ANAILaZNINBNITIIANUILILA

=

nsvianazetaveya Wunisunluveyailuaennassiu (Inconsistent) TAuAnUnd

iszdyaasuniu (Noise) wazanaduveyafigaymie (Missing) dmsuveyanitudnisdmiuaily

&

mm%aamﬂwﬂagaﬁqﬁgma éau%a;ﬂaﬁmmﬂmﬂ&Lﬁ'aqﬁwﬁmmLmnmqmﬂﬁagaﬁmﬁuﬂdw
wazﬂﬂamaasqwﬂjagaﬂ?u {JlaigaijiijlSLLaxﬁﬁﬂﬁﬂﬂﬂﬂaLﬁﬂ‘ﬁ’ubl,ﬁ;jmua ﬁafuﬁi’%ﬂwiuaq%’mﬂﬁﬁ’wqm
%auﬂaméwﬁj‘lmahiamwau@mmwmaqmiﬁwma aouveadafifienlvdnnsdymilde 1. msauweav
ﬁ'gﬁwﬁaizLﬁau%aaﬂaﬁ':ﬁﬁwmma"l,ﬂl,ﬂuaﬁ’wmumm 2. MIUNLAAEIENNTU 08 iU AdTsEgy

(Median) mLade (Mean) mAsfivivanga (Constant) w3eaiiianuuuuas (Random)

3. MSAIATITINSERR (Statistical Analysis)

mynszunsadfidunisiessnilowy lneddnguszaniiion1suaninmsuveyn

v ' [
a =

v lq! ! ¥ yQ o ¥ ¥ a ldl o ! 5 ' d‘ ¥ o/ a o A ¥
voyatearmiglvniduwilaveyalafgduieilugiuneunslunnetodumaianisiimiiesoya

'
aaa

wazdanesiunidusau drounaadaniaulalawn Al (Frequency) gutisy (Mode) d58g11
(Median) A1tade (Mean) A1t galuud1nsgu (Standard Deviation) A1A11LUTUSIU (Variance)

o

Wee (Range) Aanduwus (Correlation) umu

4. nsuszuianadeyadlmi (Data Preprocessing)
nsUsEInanaveyaalmuIUsEnaulunly 2 Tuneundn A N1suUaIULUUTRIVRYA kAt
nsiienAueautRvIafLUT (Feature Selection: FS) nswlasguuuuvedveyanialiondu 9 11 113
wlasvaya iunszuiunisndndulunisvdnanuuanaidugareyaielunisinmieseyals
o A ¥ aa ° ¥ ) . . a ° ¥
NadNs 7 wnzaun 83§ nsvilniduussagiu (Normalization) nienisvinluiduninsgiu
(Standardization)

& Y] A o ~ Y A A o a &
ﬂqiLa@ﬂﬂmaﬂUmg'ﬁi@@?LLﬂimL‘U"IVT@J']EJL‘WaLa@ﬂﬁ@sﬂaﬂﬂaﬁaﬂf\nﬂmﬁLLU?@UWWWQV‘&I@ Ifﬂﬂ

A Y a a a o Y ) ' ¥ O Aa A o o ¢
Lﬁ@ﬂLQ‘W’]%G]’JLL‘Ui‘WlI‘Ui%ﬁVIﬁﬂ']WLLa%aWﬂ’IU’JU(ﬂ'}LLU?VII&JLﬂEJ’HJ@\‘iE)@ﬂIU YNUALNBINYINAANTUB

[% '
a v v

Asvugluianukuueg dnnedarisanantunisiulinliusealdnale dwmatnuseansninlu

ANFTILVBILLAARNUY

5. nmsviumilesdaya (Data Mining)
nsviniliesweyadutunounisasilumadmiunisiuenadugninansseulaely
Wandun19i3eusuuuinaau (Supervised Leaming) Wiven15uszunain1fin1anisvesiuusniy

(Dependent Variables) muananuyazuasialsdasy (Independent Variables) wananluiaaigs
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vinune (Predictive Model) mivi"lmﬁaasgayjasﬁ’ﬂguﬁuwﬁimLmaL%‘QWiimm (Descriptive Model)
dielvasaguuuuiiesuislassasnsiiuguvesenuduiusuazenuidoulostussvsveyafiyala
TnglafandunsiBeusuuuluiiyaou (Unsupervised Learning) fhsgnsuaslannaifavinunglaun nns
FuunUTTIAN uazn15anneY (Regression) Tuvaziinsdang LAZNITATNYAINFURUS
(Association Rules) Foudumsasslaaaiams s

msuunUssmiduisiladumsfeunniian sesawunfomsanaosuaznisinngy wiada
mssuunUssnnilyuesiigafio ie3evisuuuiud (Bayesian Networks) lassnneusya uazaul
dndula dwduinediamsonnesiileialufe nsnnnesidaau (Linear Regression) uazn130nnoy
wuUaadann (Logistic Regression) ﬁm%’ué’aﬂ@%ﬁmms%’mﬂdmﬁlﬁ%’ummﬁwﬁa Tseneuszam
Fane3fiuiaiiu (K-means) M3danguuuuaguLA3e (Fuzzy Clustering) kagn15 1A IEVTILUNNAL
(Discriminant Analysis)

dnsuintesiielunisviivilosveya Tusunsy WEKA Wuedesflefiinslleamuaniian
dnsunisasislunaidaviuneg (Jayaprakash, 2018) iiiesann WEKA 1Wuiadosiiefidwandunis
yharunouTang mavinmiesteyalawuynuszay luasdunisussinanaroyaalsmn ns
FuunUsznn MIasngAUELTUS N130A0D8 LATNISATIAMUMEIIY (Visualization) AAaAaL
annduinatugls Tnsanzylailuadanumadeulusunsunesfiunemdousnsertansinmiios

vaya uenINIFdlilusunsy RapidMiner Alasuanuilousesaswiazinisiilulyes1enineng

LYY

6. n1sUsTiuNaans (Result Evaluation)
Hemnnszuiunsinileseyaasdinisasslueanats 4 uwu WenUsadusasndon
Tumaftmngauiigeunasuidunadwsnauids dmdumsussiiulssdnsnmuesdaneiiunis
Fwunvszinnazdeulyiuning audvau (Confusion Matrix) & s umisneii i ofuun
UszAnSn1myeedaneI Aun1s9LunUsELan 1n3ngAudUaULAAIN NN TTULALETY

UsANSNINVDIANDINUNITIILUNUTLLNNALANIL LA 2-1

#1319 2-1

Wn3ngANEUaY (Confusion Matrix)

Observation Actually Positive Actually Negative

Predicted Positive True Positive (TP) False Positive (FP)

Predicted Negative False Negative (FN) True Negative (TN)
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1 [
=< ddo =<

1. True Positive (TP) = mmammuawmmu ﬂimwmmmwmmmmmu ADY3Y

[
=

2. True Negative (TN) = ¥uenssfivdeiiiniu nsaifiviuenlussuasiihatufluess

£ 1 [ ¥
= =

3. False Positive (FP) = viunglunsefuaefiiindy Aevungnasaunaeiiiaiuneluasse

1
=< I

4. False Negative (FN) = iunglunssdufiindu Aevinuienluasuwndeiiiniunaass
Tag TP, TN, FP waz FN Tumisneazinuniga1ninud Gea1u190iian A aininigedungin
¥lan19 9 1o 1wy AreNLNugT w5e s Wuau ilvunsneauduauddmnsuusediu

Usgansnmnisvinngaeslumanisasaulugduuuveanasin dmseyliluase 2-2

M1509 2-2
119 5I0YsEANENIN
UINTIN AUN13
aausugn (Accuracy) (TPs + TNs) / (TPs+TNs+FPs + FNs)
ANALLTIBRSe (Precision) TPs / (TPs + FPs)
AN135¢8n (Recall) TPs/(TPs+FNs)
aven (F-Measure) 2 x (Precision x Recall)/(Precision + Recall)

TumeUuR samnseassuninganuduaululidflaminna 2 X 2 45 lnedsuuvudu N

X N §ffle Nefiueyivinulssnnvesveya (Class) irvunlilugaveyaieus (Leaming

Dataset)

ATINUNIUIFIUNTTU

m'wi’ﬂmﬁawyaagamﬂmﬁﬁﬂm ﬁwmwﬁ’wﬁ’ﬁyiumsguwugﬂLmusuanmmi:l,ﬁlmﬁ’u
1J51ﬂgmmjmqmiﬁﬂmLLazﬂizU’gumiL‘%Uui (Anoopkumar & Rahman, 2016) 53u59N15¥1A1Y
Lsgllﬂﬂﬂizﬁ‘ﬂ%ﬂWWG;JWUﬂ’]iﬁﬂ‘HWSUGQE‘;L%‘EJu (Baker & Yacef, 2009) ﬁwmaﬁj m'u?ﬁm,wﬁaasz]}aaﬂalﬁgﬂ
ﬁmﬂsgiumiﬁﬂmawaé“mqwémamiﬁaﬂuﬁyﬁw{w q 11nIe LU UsEansamuesnsideu (Xing,
2019), mi%’ﬂwwgﬁsuhﬂﬁﬁuamw (Parker, Hogan, Eastabrook, Oke & Wood, 2006), A111&1L59
Y99n15L58U (Richard-Eaglin, 2017), Auiiewslavesnisiseu (Alqurashi, 2019), LazdnsIn1500n
naN9AU (Pérez, Castellanos & Correal, 2018)

A13ANAATLUNANNTAN YT aRs L 9 mmimhaiﬁgu%miLLazﬂmﬁmiéﬁm?{ﬂﬁ]
9?’1Lﬁumﬁﬂ%’uﬂqwé’nqmﬂuﬂizLﬁuﬁﬁmmﬁﬁw{am'iﬁaugmaiunmﬁmmzam wazdsaelu

a11150719uNUN s neUsHIA BTNz a0 UsUU T A ud 1 Savesdidnladnade d91uide
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wnneilgwadanmshmiiomoyaninmsfnsuiieriueanudifavesddn lngaiuisadmun
Winevesiddelananssedusil

1. seaudige: ﬁwmEJmméhL%SUaﬂﬁﬁm'ﬁﬂ%naﬂumsﬁﬂmmuwhlm?msl&?%’uﬂ'%zyﬁm
miTednuaiarlomaianissiuundseian wu aiumsenn (Pass or Fail) uagimaiianisanne
U MeHaNsISBuaAsazan (GPAX) Faunfuatazdelunsnindeves 2 dusnifleuszanunisn
ypunsamdsavaluddnluaunseisnunsin

2. szeutud Lﬂumiﬂ'1mmsaﬂmaé’mqwémwmiﬁﬂwmaaﬁﬁmmaslu?;juﬂmiﬁﬂmfu 9

3. FEAUTIEIV: Lﬂumsﬁ’]mEJwaé’fmqwémwmiﬁﬂmmmﬁﬁﬂuiw%ﬁfu 9 INNUITY
289 Garg (2018) szqdw mmLLaJ'uE]’wsuaqmiﬁﬂuﬁaluizvﬁ’w%igmLLasisﬁU%uﬂagﬁ 62% 014 89%
Tuvauedl nMsvihunenadugrdmanisseuresdaslussiumeiuiivauudugnnnn 89% dedieln
Tluszuneivilnauusngiiian

4. sedunsaeu: Wumshuenadugninisnsfnuvesddnlunmsaeudmiuseivile
Jvmils Ssmevhwglusssudluduiitonmssdunmsihuafisnisaeusduien Filuamanseny
ponadunyEansAnylunmsestediuddry

LL@W%Gaﬁﬁﬁmas{amiﬁﬂmLLazﬁauﬁmﬂ%’Lumﬁﬁwmﬁaq%agavmmiﬁﬂmﬂ sznauly
P28 HadUEVEN1INNIANYINDULINMIANETEs (Prior-academic Achievement) NaudN®aENNg
Uszmﬂwawyt,%u (Student Demographics) i an353LA 82 US L85 uile (E-learing Activity)
ﬂma‘”ﬂ YUEN19I NI NY1 (Psychological Attributes) haganINL? ﬂaya wlun1st5uu (Learning
Environment) UnA111Y83 Shahiri, Husain and Rashid (2015) izq’iw 1l 69% vessnAemenuii
TynaduguinisnisAnyineusuvingdouasnqudnvuemasesnsvesgdoulunsiumiios
{fagamqmsﬁﬂm éauﬂa%’aﬁﬂﬂﬁﬁwﬁwuﬂ%‘iumsﬁmwwaﬁmqmémﬂmiﬁﬂwwaqgﬁaummﬁqm
Ao nansUszidiunelu (Internal Assessment) uagnan sieuasayau Almarabeh (2017) s¥ya
voyanoulIuinendeuarsenansiiogluimingdednanenisitunenadug i nansng
ﬁm%’usﬂjaagaizmwﬁﬁﬂmagﬂuwﬁmma"’a‘ﬁamiﬂﬁﬁﬁmﬁ%’uLLgaiuLLﬁiaanﬂmﬁﬁﬂmu,azmimaﬁa
azamg’gmﬂumﬁﬂizﬂauéhﬁzy}iumsﬁ’m’]ﬂmaé’qu‘éwmiﬁﬂwwmﬁﬁmmaawé’ﬂqm

USe1§n1 uiAgsIal WazAnins anesy (2555) iﬁzjﬁ’lmﬂﬁﬂﬂ’]iﬁ’]LL“IJﬂ‘lJi%Lﬂ‘I/I@T%EJ{J,’emUaVIN
adfuarlassvnelszanunSoudioud Lﬁaﬁwmamaé’quémmﬁL’%‘auiuiw%maaﬁlﬁymgu Y89
UMINeNdBYTIN HamTIdewun Aauusdasedmnuddglunisinuaninudisvesddnd s
Usznaulume e Aoz wadugnssnsGeuluneivunanda nmsamzdeuluseinadfidesmy
dundiusn insnadeavauneuuming sy waginsaldsarautagtu Tnswuanquidy 1. e
W ua F 2. lownsa D waz 3. Sadugridsoun D+ 2ulu nmsSsuiisunun wedelasewiedsyam

rZ

Wl lvA1ALLINg1E9INIINITAATIENAIAMNIEDA
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uunianl n3ud, esen isuszan, Alasnu emedlas wagydnd emedluy (2563) Wi
wwmsﬁ’]mamsw”uamwsuaaﬁamzﬁuﬂ%ﬁgiym%‘ AL INEIFNERS wﬁmmé’aawﬁgﬁ%’mé 1oy
Tymadanssuunussanmeanuludndulavudanedfiu Jas suusiladseneulune amivii
Bou insamdsazan 6 MANMIANY nsaRdsanisaioulisen ndngasiauanlsafousisen vun
voslsadeu uaranuzyuduiiensfinu wansidenun Tunadiiauntuannsoyuienisny
anlaeenausiud Tnefianauuaiug amanuiiewss uazanissedn iAusesas 95 Tunnuinsta

o

wazdimuianelaannslaauszuuIneITeLardan lusTAULIN

a o s =

Tunil Useaiuania, Syansa yds wazainay yyas (2564) Fouuduuuaemaie
mi‘vi’ﬁmﬁaq%aagaLﬁaﬁwuwamaﬁ’quéwﬂamsﬁmsnmﬂwq@ﬂiimmﬂ%ﬁm%ﬂﬂuﬁuaqﬁﬁmsﬁu
USgueyes Mé’ﬂqmmmamﬂama% uinerdomaluladnszeonnansruasniewazam inende
waluladsvuseasyyd Inglsyaveyasiua 623 fee1e fufaudssiuau 19 duus fuuugn
asstumedanesiiy 5 win laun Fauladnaula Bnseunifenuuilnaian Wlaswielsyam
\euwuunanedu (Multi-layer Perceptron) ﬁmiﬁauguwwéaéwdw (Naive Bayes: NB) Lag
n13quuilal (Random Forest: RF) nams3demunn Fansauilufinnuudugunniian Tnefidade
WOANTTUAILYANDUAT NG ANTINNTIA AN TNTHUT LANANTUA AR BNadNUgNE Men5RNW
wigariulsinAnnadnsiuanasiuae

Raheela, Agathe, Syed and Najmi (2017) 1(;11’1LmﬁﬁmiﬁwLwﬁaﬁagamﬁﬂmmaé’qu‘é
NNIANYIVOINANTEAUUT YNNI 210 AU TnsasesuvusiievuneransSeuiiaanlasy
Lﬁ'agqué’ﬂgm wazdaaaisirestemanInisufuanun et ulussmieiisans
Anwney faudsiluduiulsiifsmosiuasuuunionsamiu Sanesiunulusndulagninnly
ﬁ’ww%’umaa%aﬁmwLﬁaaﬁLLuﬂUizLﬂwuaasqﬂsﬁjayjamy’wLﬂmsﬁmiaumw 4 ¢ Usznouluaie
Information Gain, Gini Index, ﬂl’lmﬁmmuﬁﬂ bag Gain Ratio Iuﬁamaammﬁqﬂﬁjm%aada;ﬁﬁ’alﬁu
Aondaneduensiu (X-means) fUszszv1aLuUgAfa (Euclidean Distance) uazlyinaum
miﬁummaqwﬁ (Bayesian Information Criterion: BIC) Lﬂ‘umm"ijﬂiumSLLﬁ\iﬁﬁu%uﬂa;uﬁaﬁEjﬂ

WIvelanuaiidneondunauiiinanisiseufiuazuansious nsUssanananunsvmiieswayaly

'
[

lUsunsy RapidMiner lunndumau nan1533enuan nMsaanisanildnszgnineylunqulaaiunse

Y

v
o

Wgatuayunsseuivesidnlunauninanisseumlauaiiu g Bnnsddluauugivseleniavy
> =2 v o an o oA = av Yo ¥
unen1sAnwulidnfieglunauninanisiseudlndnaig
Migueis, Freitas, Garcia and Silva (2018) Twdanasviunisdnuunuszinvlunisasslinaasy
Junou (Two-stage Model) @yuNgHadUgNINIINISITuveildnnieynvayaldndiuiu 2459
o/ ¥ dl s = a v ¥ i yﬂJ a = ¥ yU a U s
au lngerdeveyanialudusnvesnisfinw Tuanddelayssenalydanesiiunuludadula dnnese
‘ IS aa ‘¢ ' ' a ! | ¥ a ¥ Yog & a
NNPBITUNYTU TFUUUARY 191 Waliansauunly wmellanuluwdnis (Bagged Tree) wazimailn

AulukUULNSEAY (Boosted Tree) HANTTITENUI NadNSNLAINLUALAIAULULENFINI 95%
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wazadamsaullnaanuuugifian snstulan Tussansodlulalumsmausunisidoui
Tmuma'qLa'%m‘%aaﬁuawumsﬁﬂmLLazﬂaqﬁuﬂﬂiﬁuamwmmﬁ?mlﬁ”aéwﬁﬂﬁz?m%mw

Baashar et al. (2022) d1579uazasznassanssulvg o Migrvestunsidanesiiy
Tassguszamidisaluleyiuenadugninienisinuvesisedlussduamine ds wamsd1m
wun madielaseUssaiesiomilulaaunauiunsinssiveyaiasnsviwiiomeyalu
UszLandu 9 Lﬁaf’;’UM’]EULLUULLaZUESLﬁumaﬁmq%éﬂﬂﬁﬂﬂmi (Academic Achievement) $1U33

sy Msfinwmenuiyaunlunssauumivededuaulngdesneiinsiivveyavesseuly

(% 1% ' 1% (% (%
v A v ada v

seeuilegiudiuuann §ﬂﬁu’ﬂ;ﬁ enivinweAustunviTeaunMiiviieseyannsAnwdn
Wuyransluszavuminede 5&1&'Lmaﬂﬁﬂ;m%ﬁ)yjaﬁaﬂmgmmﬂﬁﬁmﬁfﬂﬁﬂw%ﬁwé’ﬂ NAGNTEN
Ussmaviisie TasssUssamiionsnlvmadnsvesnisussduussavinmlunanisaneiuiiug
gindaneiiuwindu uenaniiulsiifeslsAeinsaadsaran ausuusdu q dnisiuiley
vraunfludnansenuneUszansnmusalunauiniin uagludifieatu Baashar et al. (2022) Anw
nadugVEN1INIAnu v lAnseAuUS Yy e IN 635 AUINVIAINVIANEANY LTU ANFUTINS
g3vA0 Aurimnssumans auswalulafansauna auznisdnnis wuau Tnensasslunaiiiens
yugmesane3fumaiisusrenaies 6 Sanefiu Wiinevesuitesauluinsnasayan
veslAndundn Ussansamuedumaiamemanuaainindeudidsdenads (Mean Square Error:
MSE) LLazﬁ'wmﬁmmmm?{aué’myizﬂm?{a (Mean Absolute Error: MAE) sgvnainsniadsaauiila
INNTVUIBLATLNTALLA BATANITI NaN1TNAADITEYLT SaneiTiulasiueUszamLiBud
UsgdvBnmanaamselinanuaaandousiigailowSsuiiouiu 5 danesiuiimde

Aldowash, Al-Samarraie and Fauzy (2019) A99uaEdIATIEITIUNT ST AR TUNNS
yundlasweyannansAnwinaznisiiasigvinisiious (Leaming Analytics: LA) 91nunauidely
AANTIWA 21 970U 402 UNAIL WU Lmﬁﬂmivﬁmﬁm%@aﬂamqmiﬁﬂmuazmﬁmeﬁmi
Fousaunsaneundymiiisestunisdeusiunnastule wadensiuiewoyaiiininiim
Uizqﬂﬁﬁﬁéjm MsIUNYTELAN (26.23%) mﬁaa‘”mﬂf:im (21.25%) m’:tﬁnmﬁm%@y@uuugﬂmm
(15%) nsTyamneada (14.25%) MsaumnganuduRLs (14%) n150An08 (10.25%) N15AUWT

SULUULUUARU (6.5%) 1unu mathwedamaiiulvamalmianisimuinagnslunisiteusves

e €

=

WiSeU wenaniluunanuduusiimelaivunzadnduinidedmsunisinidslunsaiang o dnvs

54

' 1% Y
U =

o & IS ¥ A o d‘ [ = (% a (% aAa
EJ\TSU'JEJLL‘LW‘LHLﬂi@ﬂN@LLagﬂJ@%aW%ﬁLﬁjULWQUTUiJﬁﬂizu‘Uﬂ’]iﬁﬂiﬂ"liuigﬂUiJMTWlEJ'TﬁEJGL‘ViG]ENGU‘Ll

1% v <

INNITNUNIUITTUNTTUYNAUILLTUI NMSVINUERNATUNTNINIANY VOIS
MPo89uUE warINlISILUNUTELANTTTILIUABE LN WU YINUILINIUATDAN YTIUI8N
fdneglunquuanisiseuinielud Wunu ssduanuuuugiiaduludn Usednsanvesluea

funanedade iy danesiiuidenlyasialuea dmwdsilvlugaveya vieduiuynveya

HARDNTYMlBIYaYaN9NSANYIINEY wanvsTiniidenainveyaaiuyaAnaved yiseulin



16

a1y 01y A Maw @anuiiegende ATEUATY 91U MseNanssuRAYATaNTINILL Wiaviune
HAFUNT N19NISANYIa Ul aIud 1Ay 815V 199NAB Y (Zimmermann, Brodersen,

Heinimann and Buhmann, 2015) a814k5A91u N15¥iuenleisn1simanil ganulauesdmiuyn

[

Yayavedd i eulundngasaisaumadnwivioarsaumanans wnizasiy gIT83uRAWIINI3

ez [ (%
=]

Insznveyagaiazlasuesnmnuging 9 Mdudsslesudmiuniseenuuundngnsansaunadne,

TnRgaau



uni 3
A5n159 1 HUN15IY

4
¢ -

NMIIATIENYATELANTIANAEITITUNTANYININIULT UBNIINNNTIATIEVDYANIEAR
waa geladinsimatinnisvinmiesveyanianis@nwinidseynaly Ineywuuliinisviung

nadugnd NN euvesddndliedianisAnwinas nsauA1ITenautlausaasanlu

v v
[ <

eazBuafiunnn1iy fwnseausiedglauiessaunanans elliiien1sdanaudmanelae
NTUINNGUNITEUNT TN ULV ORANSITeUAAIEARITU Foe1uYU NANTERTIINANITSEUNIY
= a a =t ' aa da Y = - Y a Y ' = - '
wsennlusedninivmis nauldandsedunanisseunlnadesiuluwmaznianisfine vie nay
fannfinadugnsvnianseulusedune 9 Wednsansfnwiuas wWusu Melifiedmsznguuuy
wiangAnssuiilvanddavionue lunnasduaudnvuznialssyinsvionanisiseunaenndngns
warviglvaanaseysuiaveunangnsiulatadeviienadnuuenie o Nilnanenisiiouvesidn Live
panuuukuINtlunMsatvayunmsfnulniuidandnansiseus vise auadsulnldaninanisseu
R ' Yo o & Saa & < v o = ¥ = = ¢
Aimwinesenlniinnudn5anasau sviiulan nsimiissweyanenisdnuiduusslevuoans
galumsimundngaslueuian 35n13a1dunis3duas Smanmsvinnilesweyanienisdnulagd

eazdunfnalull

n1sdnmseutaya (Data Preparation)

Tumsdssidiulssavsnmaodumanisiinilesayasidunesuulansunigavoyaiivnun
nsEUIUMIEauniise Suvineia veyaiinumnzan auysal aiiane wazgnaes wn
Aunvasvayalufoatlugradns lunsstuamduaiiielugnaedla amalmienaiuas
n$nenslulneadsslovd ey mﬁmm%swgagaﬁaﬁmmﬁﬁzyashqmnims%a%m%é'm
avlunlududnly

UnAnargaveyaiivunlyhimiioseyanisnisinumannsa lamatnuainvansunaseya
unilasumnudeslyfuinnludaguazidugaveyaiilaainssuuasaune voiou (Student
Information System: SIS) wasanISunsAnyty q fwweyafieglusruulsznoulune veyansnly
uingIEin YeyainIniadavay TufereyadnuaENIIUsEYNg 1U 01y WA Wev R Aaun fley
swlavioordnyUnases ylinsAnvesyunases wunu uenand gaveyatiundamise
ssnlarnmsiuuudmaviornueyalusruudidsuiednme

ﬁm%’mm%ﬁaﬁjﬁ]ﬂszjyéqmégagaﬁﬁaaﬂfLLgﬂuizUUU%msmﬁwwmwﬁwmé’auﬂswq lng
fFndonaudnuurriononnitiniiuiaulaninnquvoyadnunsn1eUsErIns Insniad sneuluiu

NsANYY (NIAREEINLTLTEUlTEN) NAUYBYANTALULARETIEIY INTARBEVRILAGEAIANTTAN
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Tu 3 Jusn uasinsnledsazaunoudnsINIsAnyIua? ﬁm%’umimjuayjaLﬂi@iuLLs{aziw%’lé’aLLaﬂ
swivenlaidu 3 nqugesAe 1. 918791Anwwialy (General Education: GE) 2. 18390
AsawNAAIans (nformation Science: 15) 3. 183w auimaluladatsauina (nformation
Technology: IT)

ndrndndenuenvitanfiasinuvhmslienenlauas ddumeluagrhmansaaoua
Qﬂ(;]JENLL@SVT’W’YJ’]&I&%E)’]m%ﬁ]ﬂﬂﬁﬁ’m%U%@yjaﬁlﬁﬂ’l’mﬁﬂﬂﬂaLLﬁS%@ﬁﬂa‘ﬁlqu’w Lﬁ@lﬁlfgﬁgmﬁagaﬁﬁ
mmw%jauéi’m%’u%’jumauﬂ’ﬁsqmmﬁaqsgazﬂa

maﬁ’uqmémwmﬁamLﬁaﬁwﬁamiﬁﬂmLLgfg%meumiﬁLﬂuUizmmaqgauuau%aﬂma 33

9195801 suwdsidmne Tneuuseanidu 4 nau dananslunisie 3-1

#1319 3-1

Ussinmvesdeyaithvng

GPAX Class
3.50 - 4.00 Excellent
3.00 - 3.49 Very Good
2.50 - 2.99 Good
2.00 - 2.49 Fair

fudsiiladnsumsandanansounnumnevesiudsunssdalasiualiluns 3-2 §
wUsaduR 1 fa 8 Lﬁuﬁumiﬁm%’wqm?a;ga@Tmﬂizﬁmm Tnefivilnvesiaideniiuananaiu dudsi
dunsnasdvoyauuulududuasunduwnsndoun A 83 D favun 7 insa Ae (A, B+, B, C+, C, D+,
D} Fogludiudl 9 fa 11 Tumuvesiudsviadiaviiiunsnedsvesianazuvsesnidu 4 nqu
Ao (Excellent, Very Good, Good, Fair} snanasdisvusbalunisne 3-1 Sadusauusandud 1, 12
ez 13

Fulsadiud 2, 3 wag 4 LLﬁaﬂa;uﬂszmwlﬁ?ﬁau%wﬁmwaqLLaya Buandaminiioguosian
wussunATianae 5 n1a laun wile 1n axfusenideanie ayfumn wagnans arumavesian
Usgnauluasinane (Male) uazinamds (Female) aauvoyaniuiifiuosmioly wudlaand (Yes)
wazlasl (No)

faudsdndudl 5 wag 7 wuadunqustglavesdaiungan Aifmunlvil 5 nqu e {High,
Medium, Low, None, Undefine} & ansafusnela {> 300,000 vmaed (> 25,000 uimaaiiou),
150,000 - 300,000 uned (12,500 - 25,000 UMABLIEW), < 150,000 Umaed (< 12,500 UIMne

o), lulisela, luseyl auddu
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Faudsddud 6 way 8 uwwalunguendnuesdniuse fitwuslnd 6 nqu fe {Government
Officer, State Enterprise, Private Employee, Personal Business, Agriculture, Undefine} %amaﬁu
1YW {%’inmi/wﬂ’mmswmi/qmﬁyﬂwﬁ’mmuswmi, 3giamna, W NITURUIBULD N YL/
qmﬁu’mmwmmaﬂﬁuu, hy'lsm8/65ﬁﬁ]ﬁ’su&f’;/m%wé‘aiz/%’ugwﬁaizLLUUIQU%?&’W, wnens/Usas,

U} ANUAGIY

#1319 3-2

uanae I UsilylunIsasalinanseumIasuIe

a1nu fauus A1asue addululg
1 SGPA nsaadsanlsasoutsey {Excellent, Very Good, Good, Fair}
o ood am {North, South, Northeast, East,
2 Region R‘IQWJ(’W]’EJQGU’ENUE’MLLUWHNJWQ
Central}
3 Gender LNAYDILES {Male, Female}
4 Sibling ﬁﬁuaw%alﬁ {Yes, No}
5 | Father Income |518ladian {High, Medium, Low, None, Undefine}
{Government Officer, State Enterprise,
Father - -
6 BIYNUMN Private Employee, Personal Business,
Occupation
Agriculture, Undefine}
Mother v
7 s181a1501 {High, Medium, Low, None, Undefine}
Income
{Government Officer, State Enterprise,
Mother -
8 DIVNUITAN Private Employee, Personal Business,
Occupation

Agriculture, Undefine}

9 | GESubjects |wnsaitlasulusiedndnwial |{A, B+, B, C+, C, D+, D}

10 | ISSubjects |wnsafilasulusiedgnaiu
¢ {A, B+, B, C+, C, D+, D}
ANSAUNAAIANT
WA basulus1eIvINU
11 ITSubjects - {A, B+, B, C+, C, D+, D}
waluladansaumne

12 GPA1-GPA3 msma?{amaqmﬂmsﬁﬂmﬁ 1-6 |{Excellent, Very Good, Good, Fair}

Lﬂi@Lagﬂﬁﬁﬂsﬂaﬂﬂﬂﬂﬂﬂiﬁﬂw’lﬁ
13 | AGPA2-AGPA6 {Excellent, Very Good, Good, Fair}
2-6
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1%

dwfusudslungusnedv@segludiuil 9, 10 uay 11 dsiedwegidudiuiumin gidele

Y

wusgaveyasendunanuateuuy lawn gaveyasiedndneialy gaveyasedvientidu a

]

veyaselvnondon yaveyassiviontsfuauasaumamans gaveyaselvnontifuny
welulafansaume gaveyaseivienidenauasaumamans wazgnveyassiviondonaiy
welulaBansaume Weasaluinauazshnmaassmeanmiakafiuanaeiu dwiulssiudos
ynveyalnesuisdfiuduliluivonisiuliwnansiiniiesoyanisnisfine wnd 34

daluidumissweyaveseinluwnaznqu aelandngasfaleansdudin arv13v

1
v A

ansaumnafing wangrsuTuUTe we. 2559 lnedifeensvesieiviuinasnauaall
wAsIwITANE NIl lawn AwsInguiien1sdeds NY18InguszAuLNIINGIde N3

Weunwdinguiion1saeans finven1slyniwlngiienisdeans TInwazguain n1508ni8InIs

=

oA mMAIn Ininerlunisaniuiiauaznisusuda vanaseghaneiiiesiunisiaunday Sy
AMVUUIRNTTUNIINYIAIENT AaULaLNITAAATINETIA ANITTUFIANUAIV

anag

a wa a

WURNINEIIUYN

1o37 Inenanalilunnsig 3-3

AT 3-3
g3yl
19U Famulne Fomesenge
1 mmé’mqmﬁamﬁaaﬁ English for Communication
2 | NN EIEAUNMINGIAY Collegiate English
3 msﬁuaummé’qﬂqmﬁamsﬁami English Writing for Communication
4 ﬁﬂiﬂ%ﬂﬂﬂ%ﬂﬁ‘t}ﬂ%ﬂLﬁaﬂﬁiﬁaﬂﬂi Thai Language Skills for Communication
5 | A nuavavnn Life and Health
6 |mseonidsmeliienaunndis Exercise for Quality of Life
7 |3eInenlunisadudianazn1sUsuda | Psychology for Living and Adjustment
8 |manimsugnanatiesfiunsiaudsay | Sufficiency Economy and Social
Development

9 | AYNUANINTITUYNG Natural Disasters
10 |naviuuianssumdineeans Contemporary Scientific Innovation
11 |Aavzuaznsanasnassn Arts and Creativity
12 |avudieudaameledi Moving Forward in a Digital Society with ICT
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RgITenTIRURauaUsEnaulunle 18 51873 warsieivendeniaunUsenauly

[% v '3
o

A28 10 518731 DTNV A UANSTAUNAAENT

#1319 3-5

#1319 3-4

SIGIY UDNUIAUYIIVLR

wazwmaluladasaume Aakandiilumisng 3-4 wag

A0V Jan1elne

FAN1W1DING

1 |59V TNETAUNA

Reading for Information Professional

waluladansaumne

Information Technology

ANTdUNAFIENT

Information Science

ANSWRIUINSNYINTANTEUNA

Collection Development

% %

UINTENTEUWNALAZVINITAUADN

Information and Reference Service

N | AWV DN

nsiauslaznsinausuluu

anqduineg

Presentation and Training in Information

Work

7 N13ANNITLONATLATAITAUNA

Siannsaiing

Electronic Information and Record

Management

8 N1TAATIENULALDDNUUUTLUUETAUNA

Information Systems Analysis and Design

9 |nslusknsuluauasaumne

Programming in Information Work

10 [n1599N1s@nIUUAISAUNA

Management of Information Institutes

11 | M9RTEUUNTNEINTATEUNA

Organization of Information Resources

12 [N1SYINSI9AISNSNYINTRNTRUNA

Cataloging of Information Resources

13 |n159nNNSFIUYeYad NI U LA THULVA

Database Management for Information Work

14 | nseanuwuuiudinsuiuansaumna

Web Design for Information Work

15 | syuuviedaynsnlula

Library Automation Systems

16 | dunufianisuagiuiluunisansauna

AT

Seminar on Current Issues and Trend in

Information Science

17 | MTIATIENNLIANY ST UUYDELATFAN

ALSAU

Library of Congress Classification

18 |NMILALADANIETAULNARN W

Research and Statistics in Information Studies
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19U Fanmelne Fomusenge

1 mmé’aﬂqmﬁaﬁm%wmsaumﬂ English for Information Professional
2 |msfunuazgsianisium Printing and Publishing Business
3 |ansaumanainenrmanswazmalulad | Information in Science and Technology
il m'ﬁmmim’mg Knowledge Management
5 | nmseuRuasaunasidnnseting Electronic Information Retrieval
6 |walulagdantine Multimedia Technology
7 mi%aﬁﬁ%@;ﬂaLL@BL@%@GUI’]EIFWQMW’JLG]E)% Data Communication and Computer Networks
8 mi‘dﬁzqﬂGﬁUiLLﬂimﬂfiﬂaqu%aga Open Source Program Application
9 ‘Waaﬂss:u;JI%LLazmwm?aqmsmﬁaumwi User Behavior and Information Needs
10 miaumﬂgﬁﬂﬁymﬁﬁaﬂau Information of Local Wisdom

199 3-6

IV NONUIAUA U ISTUNAAITNT

10U Fomelne Fomunsenge
1 |msenudfiedv@nansaumne Reading for Information Professional
2 |esaumneaaans Information Science
3 | nMsWRIUINSNeInTaNTAUA Collection Development
4 |UdnsEnsEUMALAZTIENTALAT Information and Reference Service
5 | n1saanisaaUuansauna Management of Information Institutes
6 | NISINTEUUNTNYINTANTAULNA Organization of Information Resources
7 | MISYINTIENITNINGINTATAULNA Cataloging of Information Resources
8 izuuﬁa\iagmﬁﬂuﬁa Library Automation Systems
9 mﬁm'ﬁwﬁwmwyjﬁzuwaagm%’gam Library of Congress Classification

ALSAU

dmsunginauasaunamansnauentefu (9 3¥1) uazieniden (5 3v7) ladangulaly

A1979 3-6 LA M15719 3-7 F9Usenauluales1e3en N5NULNI N TNENTAWNA ENTAUNAFIERT

1% (%

ANSNAUINSNYINTEITAUNA USNISENSAUNALATYIUNAITAUAIT NITIANITANIUUAITAUNA AT

INTLUUNTNYINTANTAULNA A1TVTIEAITNTNYINTANTAUNA TEUUNDEYATALUITH N15ILATIEN
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VUMY TEUUVRALASTAN1DLIS AU AWI8INguULiNeIANEITAUNA NTAUNLAZTIAINITAUN N3

NI neAnsTugluwazAunBINMTaNsAUINA Loy asaumagivyayinesiu

aglunanis@inuganie Fsluhuduauniwesnisasadumanisvhuegluannidei

#1319 3-7

SIGIYUONADNAIUAISAUNAFIANT

el s1e3vidnau daalansalnaifgaiu d9wunueinuinninseiviund wavgnussy

[

19U Famulne Famesange
1 mmé’aﬂqmﬁaﬁm%wmsaumﬁ English for Information Professional
2 miﬁa\lﬁuazﬁjﬁ%miﬁmﬁ Printing and Publishing Business
3 ms%’mmimmg Knowledge Management
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2. msianuazaindaya (Data Cleaning)
nslaungegnvayanuasveyanvanranedindauluaennaeiiu danudeniy wazdl

YayauaINrIamgll veRstenaliveyaniinminveyadulugnveyaedIueeIININ Y3eN

av o a

Fena veyalnUn® MnnuideievedlniunenuiinUnfvesweyaludnuaeiainarimulaves

[ [y

Tunsviunilesweyanian1sfny Ay gIduaswesdanistivveyainunfivanilagluvianenanin
o =~ Y ! ad A aa o ¥ & = 4
vadlunanisviune Fedluwmnddunisianisey 2 38 Ae Fusnazvinisauveyansssideunsens
Aoduueenluiay @isnaeszdunisunuiveyaneaIu1ees 1wy Adsegu Aedey A1AIH A7
au vi3eAg oy Wuny
a v dﬁj o o ¥ QIQ a = ¥ ! d‘ o U
nuIdglazdanisiudymiveyaiinaUnaniegymie adlgnsunuaaie (Mean) d 115y
voyaduiuay (Nominal) dwsuveyailulyfiay (Categorical) azununieaguiley (Mode) Tu
aureuNIAuAarIIeIN Weldnlanse F dnazamedeowseulny wiemnduivuden feraiden
WSawivduwnu duiu nsdilansa F aswnumensalnuilaiu vsealulaasiendvifuiasunu
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3. nsUszuianadayasmniin (Data Preprocessing)
TUABUAANIENBUNITIATIENVOYARATAT UG AD N15UTLUIANAVOYAR U §3
Usznaumle nMsulaswaya n1sdnnisiuyeaveyailuauns uazn1sAndenaudnyny n1suUas

vayaidunszuiunsninduiienidnanuuanaislugaveya el veyaiinnuimuigauyin
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= ) o o

gaudmiumsimilesweya
dnunuideilasiuunisuuasveyaluuiuingy (Discretization) dmsuveyadlulydiay
(Categorical) lngianizvoyaiiiuifuinsandsdalauanilalunisne 3-3 luatuvesnisAnden

AaANEME (Feature Selection) HAT8aziYAveYaNNIUNSHUINANLA WUy nalyludunauves

nsnagaulunatuaifunaly
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Toed X; wWumilasunisusuluuwad, X; Asasuay, a3u mink) wag max(x) A AEd
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nmsviinduussiegiuazyisuiulssaanuuuuduasUsedninmeeanisiumiien e
sanesfiuUsennang o ulanadnwsnana (Shalabi, Shaaban & Kasasbeh, 2006) senslsid dmsu
udswuunlulysagy (Categorical Data) uashi@eguuuuiiy lasnlvwadnsvesnisasslung
fagua?
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ap1absfinny duneunisuszananaveyaatmunluazidunisuasveyanienisdaidon
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LaEN1313Mas (Parameter) MWANANNIY LaIAUMIANNKINADUNIINASNENATIEATIULDS

n13ATIEdayan1eain (Statistical Analysis)

aa

melmgnsailowmuasmslnaladnvarvesoyalafteiy amsadaiuiaulalawn
Al g1uflen Soegu Anades endeauunnsgiu meuwlsUsu idy aanduius uay
fumeuilnglvanunsousrananateyanvifioszyaiaund fwuagUuuuteyafigame Anw
n3nsEAIeRITefLlIne q wagdinessyanuduiusssnsiuldassuasdauuaidimngla

8naie Meueliiiiorelnnsnaununsyimiissweyadulusesivsednsnme

nsaanuazaieluma (Model Selection and Building)

Tupad feulaluweundindunisiimiesteyanenis@nwnusladu 2 Yseinnde nng
yursuaznimmssaw lueadeiieledentansanadns nelensiseug wuuliyaou
(Supervised Learning) anlunadswssnuiluiiieassguuuuiiesuislnssassvosnnuduiusua
aadouloatuszmisreyadadunisdouguuulufiyaeu (Unsupervised Leaming) Sanaiii
Tunadsvisfiagiunlylumuiseiiusaneifuilasuamuionssnamn Usznaulune 33ms

¥

aunLiiauuuiilnaiian K 67 (K-Nearest Neighbor: KNN) 33uuuiudesnase (Naive Bayes: NB) 33

9



27

auluindula (Decision Tree: DT) A54nnoIAINADIWLTITU (Support Vector Machine: SVM) uag
A8lAssveUsyaiion (Artificial Neural Network: ANN) 8ane37iuasnatisaidusanesnund
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and Error) Gauduisiiaeuazluduyeu daneiiumunszgniiuivageunalensnsouiuysy

ANMNS30eS (Parameter) TriunzanaznInazlakadnsnaNan
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1. Bnsdunuiteutiuilndiga K &1 (K-Nearest Neighbor: KNN)

aa o ¥ a = ¥ o ¥ v ! A < K
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(Instance-based Learning) na3fie veyaseusszgniniuliduiesdugiuveya Weisneans

Y
JuunUszianveyaln daneifinazaumiiessweyalugunildnvuglnafsweyalvuuinian
(euuin) S1wau K /1 wlyswiudedulaveyalnuiimsazdudseanesls wannisiilede an
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Ussinnifieanuiureyanddnvaglnafesiu msdadulanveyalvuazidulssianlaeialydsi
3o NsasuAdeswnannn (Majority Vote) nanife veyalvudulssanifeatuuszunnveyand
TuUNINNaaluey i auuIU K 435U N15inAuwmday (Similarity) vasveyalvuiazveya
Megsansaluivinlavanedinmeniu
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WATinTzEEn1eTEIIveya tneueveyaidugaly n-Dimensional space lngfl n Ao WU
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wUs %38 Dimension ¥asvaya Myintluiududsviindinay (Numerical) MsAulnilgnseaail

Euclidean Distance (X, Y) = \/21;1()(1' —Y;)?

1089 X wag Y 10uaveadinlsh i 989 X wag Y snudsu
nsPuUNUTEINYeYalag s KNN azanunsalvaiaugnaesnuesiisdlaluegiunaiy
Jady 1wy anuauysuvesveyasieeiilydudiunuvesreyaiun wie veyail idessuniu

(Noise) UzUuannusewiiasle iuau n1sidenan K Ausaiuly 1w K = 1 %59 2 971391111n15370un
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2. Asuuuwdegnedne (Naive Bayes: NB)
FBuvuivaesneidunsduunyssianegnnemengeanuuivzsiiulagefeonguiun
Yo4.ud NMITMUNUszavnedsiliueuaiiounisuusnauiinesnistaglondnvesninuunazidu 3

anunseazuiugnsmnuuazduleasadl

SRVANTENUERPEING

P(E) = = —
Suuvenmansaiidulile

Tnefl Avosruunasduiinfoun 0 fa 1
E = Event w30 wnnsaifauls
0 e lanunsodaumgnisadaulala
1 e annsaamnnisafiaulalauiuey 100% wazaiileddlnaiay 1 mnlus

! IS a K-dl ¥ dy
N [INeN miamammmeimmaiﬂﬁﬂmmmu

¥
[

aylaunsvesdanesiuisuuuugesanelagall

P(x|c)P(c)

P(clx) = )

P(c|X) = P(xq|c) x Plxy|c) x ... x Plx,|c) x P(c)

Toedl c fo Uszuan (Class)
X A9 wannstnn (Attribute, Variable, Feature)
P o Auwnazidu (Probability)
P(clx) fie mmﬁwzLﬁjumaaﬁz}}a;ﬂaﬁﬁLLaw%ﬁaé x azidunana c (Posterior
Probability)
P(x|c) AiE mmuﬁ%Lﬂuﬁuaﬁaa&aﬁﬁuamw%ﬁaé x wazdaad c (Likelihood)
Pc) fie SrunuRaETioTaintuRes LILAANET LA 1158 ATITnasTuYeIRad ¢
(Class Prior Probability)
P() fe Armunanduressuutenvisdimavuaiiduaana c (Predictor Prior

Probability)
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3. eauldidndula (Decision Tree: DT)

FouluinauladumaianmsduunussanmuunauAnniskuenuazesuy (Divided
and Conquen) nuneA21131 TuduiFunugavoyaszgnuuseenidudiu q sesadluies q Tny
finrsananaivesianususznauluatsnisnusuvesinunanisdadula (Decision Node) fin1s
Heumafumenianiunis q (Branches) enseananluuasin (Root Node) laufvgndugaiilvun
1u (Leaf node) unazlnunvasnulugndulavsznaunsdeulaiilyfudsladuusuiswesvoyaly
mssindulaideninungn (Child Node) Tnualelnuants msdadulasuaninussinvesnuly uazla
ugslnungn audslnualy Fsazvondssinnveseyaiula msanwuludadulasnveyaious
poamslanuluifluaugnassinigalumssuunussnmvesteyaidousuazroyavadoy sl
arudnvesmuluiiuesiian ilelnnisiadulafieniusands Wesmednnuadeiflalumdinaulases

¥ o = o 44' ¥ o = ¢ Yoo Yoy ° " i
UBYAI ﬂ’]iLﬁ@ﬂ(ﬂ'ﬂLL‘UiLLagLQE]'LJVL‘UG]E]\‘iﬂ?ﬂﬁﬂﬂﬂ'ﬁlﬂii’]?iﬁ@lﬂlﬂ%ﬁ’]ll'ﬁﬂ"i]']LLum.Ji%LﬂVISUE]QGUEH;JIaI@]

[
av a A
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Tuwanulusndula n1n 3-1 wanslnsiulassasramlvveswuludngula

Root Node Layer 1
Branch Branch
Child Node Leaf Node Layer 2
Branch Branch
Leaf Node Leaf Node Layer 3

AN 3-1

lnssasralunagulinngula
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4. AWnnwasaINMUNYTU (Support Vector Machine: SVM)
Funesnnnmesiuriududaneifiuninisuguuuiyasuiiannsotanlyasdinanis
FuunUsznnesvoyale dunesnnnmesuurdudsulytudymifveyavrualulvgyunued
AMANYAYIIUIUNIN UANANTHINUYVBY FumeInNAeTkIITUITATALLUIULNS WIS BN
lewesinau (Hyperplane) iumiLLﬂwizmmaa%ayjaaaﬂmﬂﬁu Mnusnamlswesinaule
TawenUssanladifign nsiansanleesimauazdonlawormauiifinarinvessysemesymnaan

lawesmauiulaunsaianuaaveyafilnaiigauazvuuiuiaulaosinauyevayawnaznauun

5. FBlasevreUszamiiey (Artificial Neural Network: ANN)

Imqﬂj’mﬂizmmﬁauLﬂumamimuwﬁwwgwuﬂfgzynﬂizﬁwé ﬁEULLUUIﬂNﬁ;’NLLazmi
Feuaaeivateeddiin ?faﬁmstl%mﬂé"auéhLaqﬁaﬂﬁmauauawm%@ga%“uLsgwmmgsuaa
mn’%au;ﬁy Iﬂiaﬂwﬂiza’mLﬁauﬁiﬁumiﬁ%mﬂﬂizLﬂwgaaﬂaLﬁum%ﬂhEJLLUUG(T@@@J@M%JGJ’]WJW
(Feed Forward Network) iUszneumiedureseaalszavmanstu dwalmandulasmwieusyam
Lﬁamwuwmasﬁgu (Multi-Layer Perceptron: MLP) L%aasﬂixmwﬁyu%ﬁwzﬁjuﬁﬁNaﬁwéﬂﬁﬂLGUaad
Usganilegdunounun waavhnisdiuamnleWanduuuuladaeau (Non-linear) uaglunadnsi
avoanludagaatszammnuanuduialuimuaudonlss

lassnedszamiiendsenaulume Fusuveya (input Layer) Fuunida (Hidden Layer) way

(% '
o

FUaINaans (Output Layer) asfinanslilunin 3-2 Sruruduiundaveslasvigussamiisunasy
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Fnusaafieglutuundadeidumniwesiinessfuadiolmlanadnslunissuunuseamveyana
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= [y

ANUYNABINTAR drSUTIUIUTAaveITuiUTBLALAT TUAINAINEILVUDL AUTIUIUTBY AL
LAZTIUIUANYDINAANT TINDITNTUNUAIYRYA I ILALAHATNEAY
n13@enleswaalszamsznineduazddnyauzidauleauuanysa (Fully Connected)
Na7AD WARUILAMUAALAIILA AT NEIINNITAIUINVBIRIR U weaalssamyndlutudaly
@ euleunaziauseninuwaalszamusznounly AMUIMINEYIMUNTNIve18A1YaINA NETIQN
v y vy, Y gy v s oo
awnuaugenlsweiulansaunlsaiminil nagunlaszgnasuguaalssamlutudaly
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Input Layer Output Layer

Hidden Layer

AN 3-2

losvasrlumalassvigssarmiey

iwsasilenlilunsiinseiideya (Data Analysis Tools)

wdosflefiatiuayulunisaslinamhmilesteyamsnsfinudmivnuidedoguinuie
wosdionuuTomugesa (Open source) Aifenlalunisiinmengauayaunniigafelusunsy WEKA
IU?LLﬂﬁﬁJﬁlﬂ’]u’]ﬁﬂiﬁ;ﬁ'm%Uﬂ’]iU’i%N’JﬁNﬁ%@Hﬁé’N%ﬁ’] nsPMUNUTZAN N3N ANELTUS
n3dnnqu wagnsTiasngvinisannoy Snviedaduiingtugly uasitddqudulusunsuiinndslane
ansnsaamulnanunlalagluieleae Tsunsy WEKA Ju 3.8 Wusuaiaafifaraades fudugu
3.8 3dlnsuanuieunnn

uananlUsunIy WEKA a2 nwilusunsuesisluseu (Python) Alsugninanlefuaiy
ponuuuLaritmulinan similoswoyananisinuisuiu esmsnivlnseudadslsunsy

(Program Library) Niaduayunisinsignveya o19wu Pandas, NumPy, Scikit-learn, TensorFlow

way Keras f9umazluswnsuiinnsiiwmasidanlauinuie
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Finulavesiigslunmsussiiulunanisiuiiomeyafio msuvsoyasenidudesynvoya
voe laun yavoyafinaeu (Training Data) uasynvaxanA@oy (Testing Data) ¥avoyainasulyiiio
aslunanmsiiviiesteyanisdanaifiuvinnia 1 Tusnsiiyareyanaaeulviienaaeunie
mi’;ﬁ]aaummgﬂé’fﬁlwaﬂuma Mt hazvelnymiiienan Overfitting Wintulaenn uenanniiss
f#38nsasdlealuguuuududn fosnau n1sausesns (Random Sampling) %3e n1sguiieens
LUULUSHY (Stratified Sampling) wadn3uuIdeiazluimaiafizonin nsasaaeunuvlen
(Cross-validation: CV)

msasulunalaglsimaiiamansasounuulyl axuusgnveyasenduaiu q muaivesi
wUs k fifvun sdeiiasuusgavoyasenidu 10 duin uaarmusln 1 Sumadugaveyanaaoy
wazdn 9 duaidevrluduyeeyaiinaou lnedsuaduiudmiu 10 ads msusuidudnumed
3021 10-Fold Cross-Validation (k-Fold CV) Tnerfuusluan k = 10 marimunan k diduiidesly
muideaunsiiviiemeyanisnisfine dsfunsassueaiiviiomeyalueuidediaden

fvualven k = 10

AsUsztiulueea (Model Evaluation)

v A

msUszidiulueadunssuiumsdfgiinlamsulsednsamuveslunaignimudu uazly

o

Wiguigulumavatedieaunilunan anaad1msunisleu Ml Yuey AvUszianuay
inguszasavedlimanisviuniiesveyaluinaruide inawnsalvninsinnisussiiunuananeiu
edauszaniamvadueale fserausy winluwanisvinvileaeyaves widuluman1sankun
Usznm Femmuaussinvluiuyaveyaiiiley 151a1unsalyuinsia 1wu m1Auwug (Accuracy) M
AL 89759 (Precision) A1N15528n (Recall) nSaa1Law (F-Measure) lunu 1% 1a1naniay
a a ~ ¥ a v W a vY o4 o a a °
Wisuisuussinniidudmaneaseiuduissinniiaianisala e dauszansnimvesluinanisvin
WilaavayaTransINENTaInUsTIanTayalaeagnnasiiedln
8nisnanils winlumansviwmileseyaidulinanisannsy (Regression) J1asA1ANI5IAT
Aavdvsugaveyaniley ts1a1usalvunsin Wwu aratuaataAf suduysaiaie (Mean
Absolute Error: MAE) A1311784ANNARTIALAABUNIEIADLRAY (Root Mean Squared Error) %39 A1
913M8980e (R-Squared) Lunu MaTawmanfavilssuiisuamfnanisalinuanass uazinaluea
nsviwideweyavesianugnaesnnueskalny waglaunsinmantulunisesuisanuwdsiu
29LLAANINAT?
o U a o dy ¥ a s U . . d' d' = U
Ausunuideil wlvesaunsneainuduay (Confusion Matrix) Wiawduiadaaiialunisin

UszAnsnmreamadnsnlanainauide lngduunussinnvesyareyadiuiu N Ussian lugdiuy

(% '
[

M1319 N X N Falanannianasisuazlymsnsun3nganudvauinediumdid inng 9 uad
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(%
Y o

nUSeuiisuiuieliesenluwaiuvangauign My ianiuniansanvsenauliaig Apny
WuuE" (Accuracy) AIAULTIBIASTY (Precision) A1N15588n (Recall) wazaed (F-Measure) A33n
wianfignihanlysuiulunuideieussiununmeesinaiindanesiiuviinas o dsilaesuiels

wanlwivenisimilesveyanien1sAne (Educational Data Mining: EDM) %1119 9

n13dansiuyadayainliauna (Imbalanced Dataset)
Tulanaruwnaaudusss gaveyaiilydmsunisiniomeyaeiafinisnszateiives

Aanantuaunaiu dufe vAaadduIuvesssidounauv1auin lurueiuaaaonalidnuiuyes

58 08U ABUYINUDY YIILAALARNETINUIUSLLTIUBANAIAUDYIINNN AINARNITHAIUNLULAA

TuunUszinnuuyaveyailuaugaiulusedunsuusienaluazneunadnsiignaedla lewrinaaia

[

Aananflaundniduaiuussaziussansamlunisyiunefsn dely Jadaduiuimimie g Ay

Jansivynveyanluaunamaiy

aa = Y Y] ¥ av ! & Y ! aa a ! ¥ ¥
'Jﬁ‘wuqf[,Uﬂ’]i‘i]@ﬂqiﬂusq@%aﬂﬂawvl,mﬁﬂﬂaﬂ@ ﬂ']ifjll@']@Uqﬂﬂa’]ﬁmﬂamq‘ﬁﬂLﬂuaﬁ]uuaﬁllﬂmlﬂﬂ

[ v '
=

Ju lnensvigdiessluraiasunguues windesiaartazludinveyalvule 9 nduluean

MY WALSIENIAFUATIENAIRE T U IuINAee i ey LadvawnuLiiLAtla TA9ITNIIY

Yoyaiiiondn malanisaudieeuiuverunquuesduAsEy (Synthetic Minority Oversampling

Technique: SMOTE) Fadudnuilaisvesnisquiiessvayanazunlunisnszatedvesnardladu
A o ¢ ! A a Yoo * o Y de YA @ o Ya o

28R MIdaATIEnnguiesIuiitagleIsnsAuneuuuilnatian K 67 lnefinideaiunsa

AvuAToEArYeINTTRUAIee Az WINauUIUlARe e BaTe Weladnwiuieewsessidoun

(%

aunaiuwal YaveyaiidgnilvassdulumaduunUssaniniivszdnsunntussly

Y

JULUUYDIHAANSIUIY (Results)
wé’wmﬁmm%@gammumﬁmswﬁuazmaaﬂugﬂLLUUﬁLLmﬂ@mﬁu Hermnsfinesias

AnmiInaeUTENoU maé’wé{ﬁl@?ﬂzgﬂuamiugﬂLLUUGUENmswﬁizqmmwmmuﬁ’l (Accuracy) A1

AILIENRSa (Precision) AIN155280 (Recall) wazmen (F-Measure) vosliinaussinnaig 9 Ty

Usznaulumeunitaseniuagn15eAUs18Na0s19a188n LNaULEUINaa NS LAINA1SITEN A1919

v
a

wannaazdlmiulseanslunmsiuundssinnvesdanesiuiunnai siuaeuinsinnseylivimu
WoLUTBUNEUUTZANS AN LULAAAIEAILQA BUDININTIA UBNAINTTIIATIZNAMUEIAYVDI
AANEEANN 9 lugaveyafinanansTwunUssnnvialy wazannueeiiesla Alen1seLans

TsusgaumuddguasdiulsniinansenunenadugnsniansanyiiloduganisAnwiuwad
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NANI538

nsaulaeanisinmiiesdayanianisine

nsneaesdmiuLITeiiEuan miﬁnsqwﬂjayjaﬁshuﬂszmumif{'fmLm%'am%auualﬂl,gu Fadl
Sruauitenun 263 suou anvionun 275 seidou Tnsutasnlwausana xisx luiduuuana
csv iftawdpansounaun1ssulnanyavoyalumsne 4-1 11glUsunsy Weka Tngfsuaguiuuns
asaluinamewaianisnsaaaeuwuular (k-Fold Cross Validation) 71@9 k fianidu 10 $ufle 10-
Fold Cross Validation luaauveslunaiiassandaneifiumsauniionuuiilnadian K & (KNN)

dnfuaiddell ladvusln K fadu 5

#1579 4-1

vnveyanltlunisiesey

Dataset Description
Student Background Sqmsgaagaﬁymﬂizsmﬂssumﬁﬁm
GE Subjects Grade ﬁﬂ%@ﬂgjaLﬂi@ﬂ@\‘i’i’]&lasﬁ’lﬁmﬂ’]ﬁbﬂﬂ
Core Subjects Grade sqm{fagameaﬁw%mmﬂﬁ'ﬂﬁu
IS Core Subjects Grade quﬁz]/agamimﬁuaﬁw%mLaﬂﬂ’aﬁuﬁmmiaummmamg
IT Core Subjects Grade sqmﬁi’fagaLﬂﬁmaqaw%%%aﬂﬁaﬁu%ﬂumv—ﬂuiaﬁmaaumva
Elective Subjects Grade sqm{fagamimaﬂiw%mmmﬁaﬂ
IS Elective Subjects Grade sqmﬁz’fagameﬁumiwiﬂﬁLamﬁaﬂﬁ’mmiammmam%
IT Elective Subjects Grade sqm{fagameaﬁwsﬁmmﬂLﬁaﬂgmmduia@miaumﬂ
Al Subjects Grade ﬁm%@gamimﬁumﬁﬁmﬁwm
Early Years GPA Sq{ﬂ“{l’a%agﬂumiﬂLQ%EJI‘L!LLG]Iﬁ%ﬂWﬂﬂ’]SﬁﬂUWLL’d%LﬂiﬂLagﬁJi’JﬂJ

Tumsdienemanadiidesmuniafinsandwiussanidudwine (eana) vanued 4
Uszuam ieuanssuudsluunazyssianniiey Weseybilumss 4-2 Faazdiulan Sruauves
fiandtoglurana Very Good uay Good f1uausnniian uasisaulnafesiu @runana Excellent
uay Fair i3 wIutes wazuesfiganiudidy Fsonadinatunisinszteg i Wesanduiuves
sudoureyalunnazaanaluaunaty (mbalance Dataset) a874lsfinu namaaosazdsadlyyn

¥ cl' ¥ 3 a A4 ¥ ! LY a = LY ¥ a LY
SZJ@;I_UEWlLﬁjusU@LV]‘\]"U?QUIG’IEJ&JEN?J']@JWNNIMﬁllﬁl@ﬂu LLaSLUiEJ‘UL‘I/lEJ“UﬂUﬁ@%@yjamﬁMQaﬂu%ﬁﬂNaﬂJ@Q



35

WALANITANAIB819LAUYBITUNANUBEFUATIEY (Synthetic Minority Oversampling Technique:

SMOTE) wisluilananisideNvainviane

#1319 4-2

TIUTAY UNsATAa 1A

Class Amount
Excellent 35
Very Good 102

Good 100
Fair 26
Total Students 263

M54 4-3 A T1UIUTARIULARZAIEAVAININNIUNTLUIUNITAURIBYINAUVBIVUNUUBY
Fuas1gyt (SMOTE) Wunalnaundnluwnazaaradsiuiumiiude 100 seifou dmsunana Very
Good y3delasin 2 szileunieansen elladuiuauBnimiiunneaia Ay Iuussideu

PIUUALAWNINY 400 SELT8U

M99 4-3

TIIUTAN s Az AaI1aNEIY1 SMOTE

Class Amount
Excellent 100
Very Good 100
Good 100
Fair 100
Total Students 400

NAIINYIYAVRYATINUAN N IUNITNARBIAIETANDTNUNUANANY TeAINNITinaTUAE
anmwinaenUszney JuAndulamanisyiune 5 luea dinanililuund 3 naansiilagnuansly
sUuvwrasmaarnsiluiivedaly vl nadnsnlaazuseneulumsuniiasigruaznisedusiy

NADYNAZLIYR BIARD NANITITUUULDY
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N15ANAINUANNFIAYVBIAILUST (Variables Importance)
mi%’mé”]ﬁummﬁwﬁ’maﬁuwm%LLamm%ﬁaﬁusqm%auuaLﬂumiﬁ’mﬁaﬂLLamw%ﬁ’;ﬁﬁléqma
ﬁiammLL@Juﬁwiuﬂﬂsﬁwuﬂﬂaﬂﬂmwﬂﬁ'qmlﬂé’qﬂaaﬁqm nsdenuenviidamdunszuiunisand i
wsthdmsunsiaulunasuuntssan e nsfmdenAnAnuaY (Feature Selection) 7
mmzammﬁi’nmuwﬁamﬂﬂmé’ﬂwmzﬁgwmiwqmsgayja 3'§miﬁmﬁaﬂﬂmé’ﬂwmzﬁﬂzsdwﬂ%’wa;a
UszAnsninwesluina lneunfual madaidenandnunsdienuievestunis Ussiduaiuduius
53%&1@&1”;LLﬂﬁﬁﬂL%ﬂLLG{azﬁaﬁ’UﬁaLLU?L‘J’mm&Lﬁaéjumqmé’ﬂwmzﬁﬁmaﬂizmg{amia;’mimma y
waliamsdndenaudnuuzogransTs lumuideiladenmaliafidenn aunuarwg (nformation
Gain: 16) Fadudnuilanadaiila¥uanuienduossin
f"]l’]LﬂUﬂQWNéjLﬁjUﬂﬂiﬁWU’Jm%’]F’]I’]LE)uI‘VIi‘Ij (Entropy) d1wsuunazuennidam tnefiunas
wesm3tamardiveyaiiuananatu wonnitniidaneulnsduinnii dmduiennitniidmans

luAaunnn LLaz%LﬁuﬁaLﬁamLiﬂﬁgﬂﬁﬁmlsuaiwimmaiumimLLuﬂﬂiumﬂ nsaIil 2 Aana an

(%
LY N o

woulnsdazogluas 0 fs 1 unawddediivianun 4 aana Fasu aneulnsdoraunnan 1 fdula
FusuTusunsy Weka Wandudisesfumailai Aie InfoGainAttributeEval nelards Attribute
Evaluator Imf-;jum@;jw%'%ﬁlﬁaﬂdﬁ Ranker Search Method
wedalumsfnidengudnuaziinaninuamilsdnivandunusuusineiioanmumuly
nsAadmivasslinanmsviiune wasdmaeuiulssavsiviuialumaiesdnme adilaay
ﬁmﬂ%ai’mé’wé’ummé’wﬁ’maqﬁ’aLLUiLw{axﬁa Tnef9150191nAIALRILEN (Accuracy) wathly
Arurasmamidndiduussingiu (Normalized Weight) fuaviilaaggniiuiinaslusuuuuues

msiiouanslmiussuauddgyidaseduavesnasimulslulaazynvoya

HadWsAIINNTaTelunasedayaiuUsE¥InIvasiidn (Student Background)
ﬁw%auﬂaoﬁymﬂizﬁmﬂi‘ﬁﬂizﬂaulﬂ;wmeﬁﬁaé{ wu nsaedsanlsaSeuisen Sminfoy
vosldnuuemunie evesidn e13nuazselavosdaiuisan wWuny wasradulunanie
Fane3fiunssuunysznnvfinmig Temun 5 Sanesiiu nadnsTilaminnUsudieuiuneaiay
wiugh AAITiBense AnnssEan wazanenl Taely 10-Fold Cross Validation wundn dmsuen

HAGNEYRUNATIRAERNTANTINATluN 3 fuvrus Nillangegafe 1.000 uazAdigafe 0.000

1. doyanuuszynsvesiian
NNAGNEIUATI 4-4 A8 MIYIUERadUgNS IS BunIeveyan1uUsE YNl

nansENuUnAauYuesun lunazlulumaszlsAniy luwmanlnaiaunuugl ANANLLTAEINTI AN

n35¢8n wazalewl Angade lumanuludndule (OT) YuAe 0.392, 0.387, 0.392 uaz 0.388
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paddu Tnerudiaunedan (Bold) auluaaduffnamsussiduiivesnilunamiludaduls
Snuosasviauiuasn warlwhusadetu luailvainsUssiiuuesiigafelunauuuiudesng
18 (NB) Aifiansussdufion 0.335, 0.338, 0.335 wag 0.333 MUdIAU F9Mi1gA21A77 YoYanY
Usernsdamanansyinueuosn faty miﬁ’l%auuaﬁqmﬁjmﬂ%ﬁwLLumJﬁzLﬂwuaaﬁﬁmn,ﬁamﬂﬂfﬁaj
uansdeudiorunsinunislumnganfasianusgneunmsfiasanifieatiuayuaunadeuluiy

fan wfsianlunduussingulunisusulsmanansdnane

#1319 4-4

MSUTIULTIIUNAGNTINTBYaA 1WUTEYINT

Model Accuracy Precision Recall F-Measure
KNN 0.369 0.321 0.369 0.339
NB 0.335 0.338 0.335 0.333
DT 0.392 0.387 0.392 0.388
SVM 0.354 0.354 0.354 0.349
ANN 0.357 0.355 0.357 0.356
13 4-5

§19UAIINEIAEY YOI MUTAIUYSTINTAILANUNUAIINT

Order Variables Normalized Weight Information Gain
1 SGPA 1.00 0.201
2 Father Occupation 0.44 0.088
3 Region 0.30 0.061
4 Mother Occupation 0.30 0.060
5 Mother Income 0.17 0.034
6 Father Income 0.11 0.023
7 Gender 0.04 0.008
8 Sibling 0.01 0.003

N133LATIEUNANITIAGIAUANNE Ao IMBANT TInA8YAY DY AN 1UUTEIINTIALNIS
AIANMIANUAING (IG) 21NMITN 4-5 WU InTALRAEINLsuSeulsen (SGPA) TrHadwsgean
o o dl

WeatiguiuUadeau laglinnunuauginiiu 0.201 awul 2 A e1fwidan (Father Occupation)

Tnefinnnuanugidu 0.088 agiiuAIuANNIUARUT 2 MenadussnegIINkuUNINTElaN
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[ Y

W28 U ANUAIAUIRILUSHILAFIAUT 2 adlUuTNanoANULLUTIUDYYDILULAAUDEUIN

o

1% '

lnglanzaesdinuganie Ae A (Gender) uazn13diues (Sibling) fiATlnuANSLHiEs 0.008 Lay
0.003¢udwy Faunuludnanenisiuieas fauiasulan Jadevesweyaniulszynsiiiies
IN3ARAEIINLIUTEUTTEUNUUAN LA IO DEnvziinanisiseusy lupaialaile

du5ansAnyinan

2. dayaiuussvinsvesidnlagld SMOTE
TuiveilidunstgnreyanuuszynsresdantnHIunseUIUNITENAI0LIUMAUYBITUN Y
warduATIEY (SMOTE) ielvaundnvesunazaataiidnuiuniiu ntuisdgaveyailuinuwine

Wulumanmsiuiensly anwadnsfilalumisne 4-6 9z msviuneradugrnanisnsiouniey

Yoyanulszynsidaudnluwnasearaaunaiuuwad Adsinansenuiineuviuesuineyd luiay
Tolunaezlsiniy Tumailuaimnuiuug) arrnuisanss AIn1ssedn wasaien Aaadeluna
TassngUszamniiien (ANN) Wufe 0.580, 0.874, 0.580 wag 0.577 auad1du aulunaduiinanis

Usziilunuesnluwalassisuszaiisuidnussanvdudiuan wasluvusadendu lunanin

a

AnsUssdiuuesandiradulinanuuiuaesnsate (NB) Afiaiauuuugiayi 0.518 fauuaa

Y

[

a ! ' ¥ = v i YA ) g Y ey
ANUNYINTI bazALDN %quﬂuLmamsﬂummaumuﬂﬂamqm K 917 (KNN) 98Lanuag LLANIQY

Y Y
sglumnudAgyiuamauwiugnniign dalu Jaasulann lunesdugaveyanunioynuoyaidl
=

AANEALABIULAY TONANTUUTTYININGIdRanan1sviueusENINegf aewnil msihveyayadn

T unUseLnNvaIianiaAInNISUNANIS IS U DAUNISAN BRI LU AN AN D198 9

M99 4-6

NISSUTTEUNAa N2 INToYan1UYTeYINT (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.523 0.470 0.523 0.470
NB 0.518 0.471 0.518 0.489
DT 0.563 0.527 0.563 0.538
SVM 0.575 0.551 0.575 0.560
ANN 0.580 0.574 0.580 0.577

NFIATIRINENMTTREIRUAINEARYTRIMLUIAEYATaYanTuUsEY NS NIUTUTWInAR &Y
aunariulaInemaila SMOTE 21AR1504 4-7 WU InTALRABINLTUSBULlsew (SGPA) Trnandw

wuuggananileieuiudadedu lnedinninuadnugimifiu 0.448 d@16ui 2 Ae @18nUAN (Father
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Occupation) fieunumiugidu 0.178 awdiunanuaugluddud 2 mendduusnegisozann
Aruddaasionvidindundiud 2 acluinanelunauossnn Tnsanzdudsdduganie fe
et (Gender) fiAinuanugifiss 0.019 Funuludnanensiuiens fiiuiasulann Tateres
voyanulszrnsayateyaiiiaundnluunaseanaaunatuiayluaugaty fiflsunsaadoan
Tsadsusfsumduiiinaneluinansihuiseguis uenwieand fuusdu q amdssrnslud

a o ]

Nﬂﬂi%VIUVI’NU’JﬂG]@IZLIL@ﬁ@ﬂ?ﬂﬂﬂﬂﬁ%ﬁ’]ﬁi"g

#$1909 4-7
AIAUAINTIAY VT IMUTAMUTEYINTAILANNUAIINS (SMOTE)
Order Variables Normalized Weight Information Gain

1 SGPA 1.00 0.448
2 Father Occupation 0.40 0.178
3 Mother Income 0.31 0.140
a4 Mother Occupation 0.29 0.128
5 Region 0.19 0.083
6 Father Income 0.16 0.071
7 Sibling 0.10 0.047
8 Gender 0.04 0.019

HadWsAIINNTaTeluRasedayafUINTAYRABLII83Y (Subjects Grade)

dmsunisassly Lmaﬂﬁﬁmwmwmagamumw YDIUABLILIVTIASIBUUINILAEIAY

1% 1% 1% '
[y

AUYAVBUAAIUUTLBINT Imﬂﬁwaa&ammLﬂiﬂﬁﬁ%@lm%’ﬂuLLmaziﬁs—J%’lmUizmama LOANSUINNID

9 U

faudsiily Ao Mefelving @ lundngasasaumafine lnsunssmeinlaszyinsafidululadoue
A s D dmsuingn Fvide W azlauhanlglunsduan GqﬂﬁgauuagmmﬁmaﬂLwiazﬁwsﬁm%gml,ﬁﬂ
onidungu 7 laun nauEAnAnwThlU (GE Subjects) nausie3uieontsfu (Core Subjects) uag
nausIeIveniden (Elective Subjects) uandIni nauselvtentafuLazionidenssanuIsaus

panidusieivimuansaumeanians (S Core uag IS Elective Subjects) uagaumaluladaisauine

v
¢ Aa o

(IT Core wa IT Elective Subjects) Miafifiiieladnsumsiiasisngaveyanianvauguanniaiy Tu

o

avesgInAnwinilluarsgivieniden TanevameidsuSsulumileudunmun dulu §3dy
wAEvaYaNIAT bl SUvBIUNTIEIvINiveyasgnaunuiuTeIn N ldveyalaef ey mauny
noslanvaglnaAgaiuTgINNTEUTI YAveyanUINITAYRILNarIIelv sl yveaN INAveLlEn

[

LRazAY AILASUSEUAIANsAnwusnldaudsnansfinuganefiednianisiinwina nuidel
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i umneinndununumelaseyunneiniduumneiamiu fe 3 waeie
AsnaaesuanasslunanIesanasfiunssiuunUssnn e 5 Sanesiiu nadwsilauiu
WisuieuiumeaAuuiugn (Accuracy) AAnaiissnss (Precision) Ann33¥an (Recall) idon
oW (F-Measure) Tagla 10-Fold Cross Validation tundn nsiiansanavemadnsnieunsia

gianne o azduldlusumaiiendu fe farsandinalien 3 sunus Aflangande 1.000 wazan

'
o

Aanfe 0.000

1. s1939RnwnlU (GE Subjects Grade)
HaanaTilaannsusediuaniznausednAnwiilusantlalunisng 4-8 :nnsAnwInu

v [

msvhunenadunvinisnsSeuneveyayaiinansynuiinourisusy oendlsfiniu nadnsilaluan
103TRf9n219Av oy AR 1LUTEEINT TaLAai MA1IA1aLLUE (Accuracy) AMAT1ALT BINTS
(Precision) AN153¢3N (Recall) waga oyl (F-Measure) Aifignfie lanauuuiudesnas (NB) Hufe
0.673, 0.673, 0.673 uag 0.672 Auady S1FUfl 2 Ao Tupadwwosannesuusdu (SVM) Aislan
nsuUsediu 0.631, 0.629, 0.631 waz 0.629 aulumaduiiinanisusziliufianuduivawn wagly
yhusufeatu lunaiiluainisussiiuuesiiandelunanuludndula (OT) ian1sussiduoyi
0.536, 0.533, 0536 waw 0.531 AudIAU nHansUssdiudilaagulag Gz]laagja@;/ﬂmmmﬁumw{ag

eIvTunaueivdnwlvamanenisiwelussiuUunaisniuy

M99 4-8

MsSIWSeuLigUNaa s INToyaTIe ANy IlY

Model Accuracy Precision Recall F-Measure
KNN 0.597 0.607 0.597 0.580
NB 0.673 0.673 0.673 0.672
DT 0.536 0.533 0.536 0.531
SVM 0.631 0.629 0.631 0.629
ANN 0.616 0.615 0.616 0.614

1%

N193LAT1ENHANITTAE1R UANEIA Y IBIT18TMAnwIilundemalaanuAILg

(Information Gain: 1G) @93kaANIUINNIVUAIIUIY 12 18397 1NAI519 4-9 WU S183VIN1INU

(% v
Y

daruAdvianaeled?l (Moving Forward in a Digital Society with ICT) Tuanuauggeigaiileifioy
U a d‘ = ! ! ] d‘ o W d' = a £ ¥ d' d‘

AUTI83I8U 9 Inelia1AuLuug 0.388 a1uel 2 Ae S1eATvinveAsluA W Ineiensdoans
(Thai Language Skills for Communication) lagfla1tnuAINgINIAY 0.367 dau1AD 518791

A1BINGWNBN15H0a15 (English for Communication) 15A1N15UsELEUNIAY 0.304 518399
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wiRslndannuaugaIn 0.3 fatu Jdelanfisduanudidgyinuinuasluamananisviuneg
HadUgVaNIaNTsANwIvestidnuntn meweil Jsagulen insenlidalasulunquaneivdnwiialy
Tuanansaianlyidudadslumsiessunadugmdnensisouresiddnle esnwaansainlua

nMsPuunUszinnveyauazanuauseglunamUunasllaufsiuniuies

#1579 4-9

A1AUAINEIAY VI IMUTAIUNTATIYITIAN Y U IEA UNUAIING

Normalized | Information
Order Variables

Weight Gain
1 Moving Forward in a Digital Society with ICT 1.00 0.388
2 Thai Language Skills for Communication 0.95 0.367
3 English for Communication 0.78 0.304
a4 Natural Disasters 0.76 0.294
5 Psychology for Living and Adjustment 0.62 0.242
6 Life and Health 0.52 0.202
7 Sufficiency Economy and Social Development 0.51 0.197
8 Collegiate English 0.48 0.186
9 Contemporary Scientific Innovation 0.43 0.167
10 English Writing for Communication 0.31 0.119
11 Exercise for Quality of Life 0.21 0.080
12 Arts and Creativity 0.18 0.070

2. 5793 uenUIAU (Core Subjects Grade)

U ‘d‘ ¥ a ' a v % a ! ‘;I‘:l
HaansNlnannsussivaniznausedyiendsdukantlalunisn 4-10 sedunlungull

'
=

Fruawionun 18 91939 fideldeynauneaisumiloudu nnsAnwnu nsvhueradunnd
yansiEuneveyayniinanszUnelananeuTIN HadwsTilalAmmsUssduiigsnyareya
pulszrnILazgaToyanunIalunaussiAnrily Tuee Ailvaranuusug (Accuracy) A7
AaLTiEansa (Precision) AIN153¢EN (Recall) wagAew (F-Measure) Afianfe Tuinauuuiudasns
918 (NB) 1fufie 0.814, 0.826, 0.814 waz 0.814 muadu §udl 2 Ae TumalassuneUssamidion
(ANN) 7iflannsUseidiumndu 0.745, 0.747, 0.745 uag 0.745 auluinadufidnanisuseiiuiiannay
fuasn uarlwhueadeatu lusailuanisussduvesiiande lunanuludaduls OT) fiflainis

Uszidluay 0.593, 0.586, 0.593 way 0.585 muawu MnuansUsziiutasulan veyanuns
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Yoaunarsginlunausedviendefvamanansviuneluseaugs ey nsduunUszsinnildnn
aglunquuadugninianisseula ausadifmkdsaunsalungusedizendaduanTIniinTg
Besgmuaansivanglaesgnaes Inela1Auuug1aInI 80% AedanesNLUULARENS

8 (NB) Weasraduluwadinsunisviiunena

#1529 4-10

MU UNAaNEINToYa 18I0 NN UIAY

Model Accuracy Precision Recall F-Measure
KNN 0.677 0.685 0.677 0.669
NB 0.814 0.826 0.814 0.814
DT 0.593 0.586 0.593 0.585
SVM 0.688 0.691 0.688 0.687
ANN 0.745 0.747 0.745 0.745

NAI19 4-11 WU 51830153 BuazadAnIsansaunARnY (Research and Statistics
in Information Studies) IﬁhﬂﬂawmLﬂummiqﬁqmLﬁal,ﬁauﬁ’mw%mgu Tnefinanisduanuniiu
0.59 Uil 2 Ao TTwINTiATIEIMIIANY STUUVRANASFAN1BIS Y (Library of Congress
Classification) Tnefiaununuzidu 0.482 euddyuessedviludduil 3 Ao meimmsdnssuy
NINeINTAsaUWMe (Organization of Information Resources) ﬁﬁf-ﬁmummgmﬁu 0.466 @71
AT UUMeIaNndaluA (Library Automation Systems) uazs1831N5LATILNUAYOONLUY
JeuvansauLna (Information Systems Analysis and Design) ﬁﬁﬂmummg‘ﬁ' 0.446 way 0.433
audiy dmSuneivfidelnainisssdusin 0.4 faiy Sedelaniidiruaudfyaeunn

wognarlufivmunlunisvihunenadugranisnisfinyivesidauintn
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#1519 4-11

A19UAIINA ALY YOI MUTAIUNTATITIVUBNTIAUAIIANANAIINT

Normalized | Information
Order Variables
Weight Gain

1 Research and Statistics in Information Studies 1.00 0.590
2 Library of Congress Classification 0.82 0.482
3 Organization of Information Resources 0.79 0.466
a4 Library Automation Systems 0.76 0.446
5 Information Systems Analysis and Design 0.73 0.433

Electronic Information and Record
6 0.68 0.399

Management
7 Information and Reference Services 0.61 0.359
8 Cataloging of Information Resources 0.57 0.334
9 Reading for Information Professional 0.56 0.332
10 Information Science 0.53 0.315
11 Programming in Information Work 0.52 0.309
12 Database Management for Information Work 0.49 0.287
13 Presentation and Training in Information Work 0.47 0.28
14 Information Technology 0.37 0.216
15 Web Design for Information Work 0.35 0.209
16 Collection Development 0.33 0.197
17 Management of Information Institutes 0.33 0.194

Seminar on Current Issues and Trend in
18 0.27 0.157

Information Science

3. g NeNUIAUAUENsEUWNAAIEAS (IS Core Subjects Grade)
iw’mﬂuﬂﬁmLaﬂﬂ’ﬁugmaﬁaummwam%ﬁaﬁ’wmuﬁwm 9 578391 1A8N1TUIRN
MosuneTeiniieTesiumansaunsianisansaumadundn nadnsilaanmsuseduans
ﬂ&jmw%mﬁuamﬁiumiw 4-12 9INNISANYINUI mi‘v‘l’wmamaé’uqmémamm’%auélfaaﬁzjva;ﬂaﬁqmﬁ
finansznumeluinaneaurnnn JsdonnaeIfUNaNITILATIERIUTYe neuwnl Tunailuaiadny
uiugn (Accuracy) AIAILTABIASS (Precision) ANNS3EAN (Recall) uazallew (F-Measure) ﬁﬁqm

Ao Tunawuuludessane (NB) tiufie 0.753, 0.755, 0.753 way 0.752 Auasu d1dudl 2 Ae luima
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TassvneUseamidien (ANN) fislannisusedumiu 0.726, 0.723, 0.726 wag 0.724 @ulanapufil

nan1sUszliufianasnanuey wazluvhusadeniu lueailnenisuszdiuuesiigade lunanuly

snaula (DT) ﬁﬁmmiﬂimﬁuaz‘jﬁ' 0.643, 0.636, 0.643 wag 0.630 MUANU

M54 4-12
MSUTIUTIEIUNAGNEINTBYATIETYUONUIAUN T I TAUNIAFITNT
Model Accuracy Precision Recall F-Measure
KNN 0.696 0.713 0.696 0.691
NB 0.753 0.755 0.753 0.752
DT 0.643 0.636 0.643 0.630
SVM 0.703 0.705 0.703 0.704
ANN 0.726 0.723 0.726 0.724

MnuansUssduiasula {aagaf;mmimmLw{aziw%ﬂuﬂdmw%wLaﬂﬂ’qﬁ’ugm
asauAmansdinaaanananisiueluseiug PIBAIALUILETT 75.3% Fau n139ILuN
UssiamAneglunquradugquivenisGeula Ssnnsathfudsmunseluneisnguiingiu
msasgvnele Tasledanedfiuuvuiudesiaas (NB) ieasadulinadiviunisyiiunena i
vodunm nansUsudiufivosiiaalunguedvi inadnslunmasfiginilunguseivien
Saduitanun ieansranisieulunisseinidauddyuesamaluuanisusaduluning
uayawulumeiuiy

2199 4-13 WU TIWTVINTIATIEAMIIAY SEUUNeANATFAN0E AU (Library of
Congress Classification) fimAnuinuanusgeiigaideifioutuneisdulunguiertu tnoduanis
AAT1ZN1TU 0.482 d16UT 2 Ao $183911159RTEUUNTNEINTAITAUWA (Organization of
Information Resources) fifiANinuAL3INIAY 0.466 d1use3vszuLnesayadalusid (Library
Automation Systems) finnunuenugidudiduil 3 Gefiaundu 0446 dwsuneinivdelnanny
mmgﬁ?m’h 0.4 farfu Fadoladdwumuddyuesinszdudadeilufidminlunisiue

HadugNsNINIsAnwvesldanmilatn
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#1319 4-13

AIAUAINEIAY VI IMUTA TN TATIS IV NN UIAUN WA ITTUNAAITATAIIANNUAIINT

Normalized Information
Order Variables

Weight Gain
1 Library of Congress Classification 1.00 0.482
2 Organization of Information Resources 0.97 0.466
3 Library Automation Systems 0.93 0.446
a4 Information and Reference Services 0.74 0.359
5 Cataloging of Information Resources 0.69 0.334
6 Reading for Information Professional 0.69 0.332
7 Information Science 0.65 0.315
8 Collection Development 0.41 0.197
9 Management of Information Institutes 0.40 0.194

4. s1evenUsAuAUmAlulagansaumnd (IT Core Subjects Grade)

1%

edvilunauendiduaumalulagaisaumeaisnuiy 9 1839 Faidelasenuuulnd

Y

a [y

ai’wmmw%mwﬁﬁ'uﬁmfcjuLaﬂﬁ’aﬁ’ugmmiaummmm% Lﬁ@lﬁwam‘ﬁmeﬁl,ﬂﬂmmamaﬂuiul,@
yosduauiLlTresunargavoya Medviaumalulafaisaumaimedue elviiAsaveat
aansauilasianty saufneiniinnihmaluladasslneundssgnalsfunuarsaume
Uszianans 4 weluladfnaridulaviodnns noud mulufuedosdenwonauisne wadnsd
lpanmsdssidiuwanshalumsns 4-14 9nmsfinemua msviuenadugrinieinissoumeveya
yoilfnansznumelinaneusannlnadesiunauseiientafuauasaunamans lunaiilvn
ANIURUUEN (Accuracy) AIPINLTIBaRSS (Precision) mIN15328n (Recall) wazaiewl (F-Measure) 7
fandsaatu lumauuuiudesnane (NB) tufe 0.745, 0.745, 0.745 uag 0.743 auddu drduil 2
#o luanisaumidiouuuiilnadiga K § (KNN) Tnefianisussdiummiu 0.658, 0.638, 0.658 uag
0.634 lunsdiil UssAvinmmadlimaazfiansannaaruuaugudundn Turnedlunadlnaing
UizLﬁuﬁaﬂﬁqmﬁa Tumanuludadula (OT) wua ﬁﬁmmiﬂimﬁuaeﬁ 0.593, 0.593, 0.593 way
0.593 suddy nwansUsziiuiiagulann veyaniunsavesnarsein lunquasivientady
pumelulafansaumalinanuuuguesn AN SAUAMARI oY ALY UARSIAsANARaNTT
ﬁwma‘luizﬁuﬁéau%ﬁqqa PIBATANNLILENT 78.5% ety nmsduunUssinnvesiEngnsanuse
thiuusmunsaluseinnauiinsinisieseils nelvdanesfiunuuiudesisns (NB) iite

asdulumadvsunisvituiena
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#1319 4-14

MssgugUNaansINToyasIeIrnenUsAumunAluladarsaume

Model Accuracy Precision Recall F-Measure
KNN 0.658 0.638 0.658 0.634
NB 0.745 0.745 0.745 0.743
DT 0.593 0.593 0.593 0.593
SVM 0.650 0.650 0.650 0.650
ANN 0.639 0.639 0.639 0.638
#1319 4-15

A1AUA ISR VeI MYTA 1N TATIE IV A TSR UM IumAlUlada ) SaUAR 1A UNUAING

Normalized Information
Order Variables
Weight Gain
1 Research and Statistics in Information Studies 1.00 0.590
2 Information Systems Analysis and Design 0.73 0.433
Electronic Information and Record
3 0.68 0.399
Management
4 Programming in Information Work 0.52 0.309
5 Database Management for Information Work 0.49 0.287
6 Presentation and Training in Information Work 0.47 0.280
7 Information Technology 0.37 0.216
8 Web Design for Information Work 0.35 0.209
Seminar on Current Issues and Trend in
9 0.27 0.157
Information Science

nsinaInuANLdA eIl slun1s1e 4-15 wanslriunn s18391n15338Lasai AN
a1saumAfne) (Research and Statistics in Information Studies) IA1ANAUAINTFeNAALET®
=~ Y a A A W ~ Y o w A & a = ¢
Weufiusegvsulunguisieniu laglanuanugimiiu 0.590 dduil 2 Ae T8 INTIATIENLAY
PONLUUTTUUANTAUNA (Information Systems Analysis and Design) ﬁﬁmmummgmﬁu 0.433
FIABUVNNWAIINARUN 1 @us1e3918u 9 lunquil Inanuaugaini 0.4 daty sdieland

o A

auaudgyuesuasluerathundudadelunmsiuenadugm

a =

SM9NISANWIVDINENNAIAN

dsansdnwnaile 18nulsvedunnde nan1suszsdumannuadIng lusedgniinguniu
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ansaumnaranskaznauanalulagasauna aulvnadnsmiuiulunisg 4-11 Aeslyyaveya
lunquerglvnendsduiavan uavnIguiisuiusemisaeinquil nausedvnuansaumnealy

o w Y

v ‘Ao ! ' e ¥ = 'N o
NaaWﬁVlmﬂ’JWEJQLWEJQLaﬂuaEJ ‘zjﬂluuu%%ﬁﬂﬂmmmu

5. s2w3ventaen (Elective Subjects Grade)
nadnsilaannsussfiulunqumeivieniden lnefduuseiegiammn 10 118397
desnniduneivienden iy danwnazauiadsulumieusuiiomn veyayadTadunis
Uszanaumslaglminsaanseiniflnaiestu wu nefnasaunamneyvemansuasdinumans
(Information in Huranities and Social Sciences) WNLAIEIIBIYIATAUNANITINGANERS WA
walulad (Information in Science and Technology) #3® 5187¥153a@15aUMA (Information
Business) UnuAe iwSﬁmﬂﬂWiﬁuﬁLLazqsﬁaﬂﬂsﬁuﬁ (Printing and Publishing Business) Juay 970

1% 1% [

P13 4-16 MU NMeveRadugrEIN1sSeumeveyarailnanisUssfiueglunumd Tuna
T A1A1ULLUEN (Accuracy) ATAINLLT B9RS9 (Precision) A1N155EEN (Recall) wazaLev (F-
Measure) qﬁﬁqmﬁa TULAaLUULUEDE19918 (NB) Ui 0.745, 0.745, 0.745 wag 0.744 AuEU
drdudl 2 fo TuwmalassvneUszaimiion (ANN) fifainsusediumnfiu 0.681, 0.680, 0.681 uaz
0.679 anlnnadudndlunanisUssdiufilnafestu uasunaiilvansUssdiuuesiigaie Tuiaa
aulugndula (OT) Inefiuanisussdumndiu 0.567, 0.560, 0.567 waz 0.562 MIUAINU INKNANIS
ﬂimﬁummmagﬂléjﬁ ﬁ@%@;ﬂﬁg’mLﬂiWUENLLG\IaziWEJ%“ZJWIUﬂEiiJiWEJ"}U"ILEJﬂL’gﬁlﬂﬁﬂwaﬁ{aﬂﬁ‘ﬁ’m’]ﬂ
wadugnsnssAnwluseAuia LLG]Igﬂﬁ@ﬂﬂ’i’ﬁg@%@ﬂ;}ﬁﬂf@lmi’]ﬂa“ﬁ%aﬂﬁﬂﬁU ognalsfiny ?Tazgaﬁqm‘jj
Frannsovunlyusslevulalaeilumanuuivdegsnefilnainnusugn 74.5% dadumiiu

WA nsveInquIgIvIenteiumumnaluladansaume

M1 4-16

nsiSeuLiguNaansaINToyaTIgIvneniaen

Model Accuracy Precision Recall F-Measure
KNN 0.620 0.641 0.620 0.603
NB 0.745 0.745 0.745 0.744
DT 0.567 0.560 0.567 0.562
SVM 0.658 0.655 0.655 0.656
ANN 0.681 0.680 0.681 0.679
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mﬁmiwzﬁmaﬂ’]iﬁ’@é”wﬁ’mfmué’ﬁmaﬁwEﬁsmLamﬁaﬂf;’wﬂ'ﬂmummg (1G) uasalaly
M99 4-17 qfqamwaaaqﬂlmyaﬁ im'?mmiﬁ'amisuyagaLLazm?asu"Iaﬂauﬁama{ (Data
Communication and Computer Networks) lnainuanusgefiandiaiieuiuseindu Tasdaunu
ALY 0.474 SdUTl 2 Ae TeTviniavssgnalusunsunaylemugesa (Open Source
Program Application) Imaﬁﬁwmummiwﬁﬁu 0.396 ddud 3 Al 3’18%1maﬁuﬁuazqsﬁamﬁmﬁ
(Printing and Publishing Business) Aiflan1suszfiusdu 0.383 AU IV TAUNAN N PERS
wazinalulad (nformation in Science and Technology) 4ag518391015A UAUANTAULNA
3udnseting (Electronic Information Retrieval) fiA1n1sUseifiunniu 0.356 way 0.346 AIUEIRY

v imaeluansuseliuuesaslidn Asluainunudfyisneunsusslayluainansenu

ABLUAANITVINUNERAFUANENNSANYININTN

#1908 4-17

AIAUAINEIAY VI IMUTAIUNTATIS IV UONADNAIIANNUAIILT

Normalized | Information
Order Variables

Weight Gain
1 Data Communication and Computer Networks 1.00 0.474
2 Open Source Program Application 0.84 0.396
3 Printing and Publishing Business 0.81 0.383
4 Information in Science and Technology 0.75 0.356
5 Electronic Information Retrieval 0.73 0.346
6 User Behavior and Information Needs 0.72 0.339
7 English for Information Professional 0.61 0.287
8 Multimedia Technology 0.55 0.262
9 Information of Local Wisdom 0.47 0.225
10 Knowledge Management 0.38 0.179

6. 18V NBNLAINAUETEUWAAIERS (IS Elective Subjects Grade)
sedwlunquienidenaiuansaumamaniuuseeninInnaussivienidonianuala 5
516997 Tnefiansananmesuisnedniiieiesiumansaunsinnisansaumedundn nadws
ﬁi@?ﬁ]’lﬂﬂ’]'ﬁﬂﬁ%LQULQ‘W’]%ﬂEjiJ'ﬁ’]EJ%‘*U’]ﬁILLamVL;IUG]’Ii’N 4-18 97NASANEINUN msﬁwmamaé’mqmé

neN1Tissunleveyayalinansgnunelunasy luinamnUiunats lueai lvaiadnuuauen

(Accuracy) AIAINLTIENNSS (Precision) A1N153EAN (Recall) wazAon (F-Measure) Avignfae Luwna
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Frnosnrninesuurdu (SVM) Feflmmsussidiumuddy fail 0,643, 0,641, 0.643 waw 0.632 Wa
mMsaseludidui 2 Ae Tuimanuuiudesnane (NB) filainisuszliumiy 0.612, 0.608, 0.612
uaw 0.605 lumenduiu lumadilvainisussdunesiiaade lumanuludadula (OT) Aflanis
Usziuagil 0.498, 0.480, 0.498 uay 0.486 AU mﬂmamﬁﬂszl,ﬁwfagﬂiﬁu’h 651azga6’1}1umm
vowunarseinlunquaeivienidenauasaumamansamanansiunelussduuiunas ae
AANLULIUENGIERT] 64.3% i msduunUssinidnneylunquaadugrsnianisSels luas
thiusmunsaluneinnguiimuminisieseime Snianselungusgivendendniiniu
Tunian1snemie 1 dufe neuddnazdnfansAnuiluuiudn fufu mstduuslunquian

MuneNadugsINIsReY I9lunzauaenses

#1319 4-18

MSUTIUTIIUNAGNEINTBYATIETY NN N T I TAUNAFITNT

Model Accuracy Precision Recall F-Measure
KNN 0.551 0.598 0.551 0.526
NB 0.612 0.608 0.612 0.605
DT 0.498 0.480 0.498 0.486
SVM 0.643 0.641 0.643 0.632
ANN 0.559 0.554 0.559 0.555
134 4-19

AIAUAIINEIAY YOI IMUTA NN TATIE TV U NADNA IS ISTUNAAITNTAIIANNUAIINF

Normalized Information
Order Variables

Weight Gain
1 Printing and Publishing Business 1.00 0.383
2 User Behavior and Information Needs 0.72 0.339
3 English for Information Professional 0.61 0.287
4 Information of Local Wisdom 0.47 0.225
5 Knowledge Management 0.38 0.179

AT 4-19 WU S18TYINTAUNKALTININTANN (Printing and Publishing Business)
Inannuanusgengadieisuiuseinaulunquideliu fe 0.383 d1dui 2 fie 1e3vnginTsy

HlyuazaunainIsansaume (User Behavior and Information Needs) dainuaiaginifiu 0.339
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2
(%

dwiuseivifiwdsluanuanugaing 0.3 du Jadelanddduanudrdyivesunnuazidu

Jadeilufiumdnlunsviunenadugvsninisfnevesiidn

7. s1evenidana umnaluladansaund (IT Elective Subjects Grade)

seirlunquienidenaumalulafansaunaisiua 5 s1e3n wnfusaunsisilungy
ondonauasaumamans seyadelasenuutlvisnumeivimiudiolian sl
auaunatulukivesinumulsluunazgaveys seisaumneluladansaunaiasuis
seAniAevesiumanssuilasiong safeseindfinmsimalladadelvinanyszgnaly
fusuansaunatszianans 4 meluladdsnarndulasiondnnis ngud smulddaedosionts
gorlawITa nadwsiilaannsuszfiuuanslilunss 4-20 nmsinunu msvineradugns
yINTBumBveyaYALiNansENUABlLAAZINIUILNAILENLEY WARNIHAENEAINNAN 518
Jenenidonaiuansaunamans lumailnaiauiug (Accuracy) A1ANLTiBeRsa (Precision)
AN15328n (Recall) uazaaw (F-Measure) Afign laun Tunanuuiudesnsins (NB) An8AINTS
Useiumiu 0.684, 0.686, 0.684 Way 0.681 ALENU d1uTt 2 Ao TulnaswNeIANABTULTTY
(SVM) Tnefinnn1sussidiusniiu 0.658, 0.638, 0.658 waw 0.634 Tunsdlil UszAvSnmuadlnnaay
finrsannaauuiuguiundn lusneilueailvanisussiiuuesiianfe Tumanulugndula

(DT) LRy ﬁﬁmmsﬂimﬁuagﬁ 0.650, 0.653, 0.650 wag 0.649 HINANU

#1319 4-20

MsSgugUNaansaInTeyaTigIvnenidennunaluladarsaumna

Model Accuracy Precision Recall F-Measure
KNN 0.601 0.644 0.601 0.579
NB 0.684 0.686 0.684 0.681
DT 0.593 0.589 0.593 0.589
SVM 0.650 0.653 0.650 0.649
ANN 0.639 0.642 0.639 0.639

mﬂmamﬁﬂimﬁwfagﬂﬁ:ﬁw ?jyaagjaeﬁymmmﬁumLm'aziﬁsﬁﬁmlmqlmwﬁﬁmwmﬁaﬂ@Tm
LwﬂiuiaﬁaﬁiauLwﬂﬁﬁWQJWMLLﬁ,J'usTmWﬂﬂdmymmiammmamgagjLﬁmras WAAS IPIEINANDANT
vimneluseduuiunans meaaLLugLiies 68.4% fatiu MsdiuunUszinnvesdidnddduansi
1?1’3LLUigmmﬁmiuiw%mﬂ&jmﬁméwﬁwmﬁmwzﬁﬁw gﬂﬁgﬂiﬂEﬁ%’]L@ﬂLﬁaﬂﬁgﬂMMWﬁﬂagﬂuﬁﬁNﬂﬁ

Seuveadidnd 3 uazd 4 FdlnavzdnSansfinwinad wszaztu felusanaansanseinnay
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endontimuasaumamansuazaumalladansaumaundudadonisiuen adugrdnnanis
Anwila
mMeTgnanIsinddumuddyresiLIsyaeyan LN AT sTTendenau
welulafansawnauandhaluass 421 nneadnsilauandmiun sednmsdoaveyauas
30U EABNRIADS (Data Communication and Computer Networks) Iﬂﬁjﬁwl,ﬂum’]myaﬁamﬁa
deufumeindu Tasdiaunuanuginidu 0474 §1dufl 2 Ao 1eTenisUszgnalusunsunga
IaL‘W‘w&iaiﬂ (Open Source Program Appllcatlon) Imaummumﬁmmmu 0.396 mmummmm

o w

maaiwmLﬂum’mgmaaaqmuamu ENLLZJ'JW 'ﬁ]z”lmmaawammm'1ﬂqm’lmﬁml,aﬂl,aaﬂmumiaut,m

2
v I

MEns upnielaflanuanudAgiusslasduinidnlunsiunenadugndninisdnwvesddn

o

1%

' ¥ -
AUV NUBYNLAYT

#1504 4-21

§19UAIINA ALY YOI MUTAIUNTATIT IV UENADNANUNAIUIATA ) STUNARIEANNUAINT

Normalized | Information
Order Variables

Weight Gain
1 Data Communication and Computer Networks 1.00 0.474
2 Open Source Program Application 0.84 0.396
3 Information in Science and Technology 0.75 0.356
a4 Electronic Information Retrieval 0.73 0.346
5 Multimedia Technology 0.55 0.262

8. s1wvmenua (All Subjects Grade)
vatlntnsednamuadslsenaulunie 40 518397 Las1slumanIsyinueiieaUs iU

angnn wadwsilaannnisusslivuanalilumsng 4-22 Maihwgradug s NS euAILYaLAYR

¥
a a

1 mamwuéa‘lmmammﬁqm Lﬁmmmﬂuﬁmﬂamimmmw?mﬁgwm pnnuLieasedilnuy
Wity Fady nadnsiiladeganamngaveyafiniuniomn dusulieailnaiauusug)
(Accuracy) AR BIATS (Precision) A1N352EN (Recall) uazALow (F-Measure) qqﬁqmlgm
Tumanuutuaoensas (NB) Ineiainisussidumidu 0.844, 0.854, 0.844 uay 0.845 ANANRU
a19uil 2 Ao lumalasswneussamiiion (ANN) fAiflanisussdumaiu 0.806, 0.807, 0.806 way
0.804 éauimLma51455?mamiﬂimﬁuﬁawﬁuﬁummL,w{ﬁé’qa&ﬂumm%ﬁ snuluailnainig
Useidiunesiigafie luwanuludndula (OT) idansusediuegd 0616, 0.618, 0.616 waw 0.615

muaeu Fedaneglunamiiunananitdy Mnramsuszuilasilan wminlyyaveyanuinsaves
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sevimuntedauuiugweansviuneluszdugs A9adide 2 lwnadifiananuusdugunnna
80% Tnefilamauuuiudesnaelnaiauuaug g 84.0% ity nisduunuszinnidamioglu
nqunadugnin1ansiounayla arunsntdulInIunsaesTelnenunLIT NI TN
uadwsmnglaognsgnass enslsfiou msflisnmuinsaveseiniun GnnomnuiEuma
vosmsAnuiluvdngesluuanfeanudads mewni luma§iRidluodlsusslovigaueyailn us

anslyiiolSeuiieunanisussliugaanidululamiiu

M54 4-22
msseuiunadwsantoyaseToimn
Model Accuracy Precision Recall F-Measure
KNN 0.738 0.770 0.738 0.740
NB 0.844 0.854 0.844 0.845
DT 0.616 0.618 0.616 0.615
SVM 0.768 0.769 0.768 0.768
ANN 0.806 0.807 0.806 0.804

Tuaun1sieneransdadiiunudAyrosiiuUinieyateyanuinTness eI v
favun uadwsiilndennnesnsstuiugavoyanguang 9 noununl tufe :e3vin1ifonavadifinng
asAuMARNY (Research and Statistics in Information Studies) AN BLNUANLTgsTian Tned
NANSANLIINAY 0.59 ddUTl 2 A 918T1NTIATIEINIIANY SEUUNEAN A TAN IS AU
(Library of Congress Classification) Imﬁé’]mummgtﬂu 0.482 Fatia 2 iﬂaimﬁﬁagﬂﬁjuiﬂa‘iﬁzﬁ'}Laﬂ
fafu aruseivlunquienideniidanudfygsandaegluddud 3 dude sw'ismmiﬁfami%au”a
LaslASevIEROLRILADS (Data Communication and Computer Networks) ﬁﬁﬁ’lmummgl,mﬁu
0.474 Fauandlalunsns 4-23 anfilan TeivmuduneiniegnsaSeunesiang 2 way 3
e ﬁqmmsaﬁmﬂﬂﬂuﬂﬁﬂuﬂ15’3meﬁmmmé’mﬁuéiwﬁwmsmaasw%mﬁuwaé’mqwé
yamaeuls dielverseuienssunisuivsvdngasanunsolaureyadmiunsianndasly

v

naumanene 9 udinanisseunfvudeddndnsanisfinyiuan
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A19UAIINA ALY YOI MUTAIUNTATIIVIIVUANILIANNUAIINT

53

Normalized | Information
Order Variables

Weight Gain
1 Research and Statistics in Information Studies 1.00 0.590
2 Library of Congress Classification 0.82 0.482
3 Data Communication and Computer Networks 0.80 0.474
4 Organization of Information Resources 0.79 0.466
5 Library Automation Systems 0.76 0.446
6 Information Systems Analysis and Design 0.73 0.433

Electronic Information and Record
7 0.68 0.399
Management

8 Open Source Program Application 0.67 0.396
9 Moving Forward in a Digital Society with ICT 0.66 0.388
10 Printing and Publishing Business 0.65 0.384
11 Thai Language Skills for Communication 0.62 0.367
12 Information and Reference Services 0.61 0.359
13 Information in Science and Technology 0.60 0.356
14 Electronic Information Retrieval 0.59 0.346
15 User Behavior and Information Needs 0.57 0.339
16 Cataloging of Information Resources 0.57 0.334
17 Reading for Information Professional 0.56 0.332
18 Information Science 0.53 0.315
19 Programming in Information Work 0.52 0.309
20 English for Communication 0.52 0.304
21 Natural Disasters 0.50 0.294
22 Database Management for Information Work 0.49 0.287
23 English for Information Professional 0.49 0.287
24 Presentation and Training in Information Work 0.47 0.280
25 Multimedia Technology 0.44 0.262
26 Psychology for Living and Adjustment 0.41 0.242
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Normalized Information
Order Variables
Weight Gain
27 Information of Local Wisdom 0.38 0.225
28 Information Technology 0.37 0.216
29 Web Design for Information Work 0.35 0.209
30 Life and Health 0.34 0.202
31 Collection Development 0.34 0.198
32 Sufficiency Economy and Social Development 0.33 0.197
33 Management of Information Institutes 0.33 0.194
34 Collegiate English 0.32 0.186
35 Knowledge Management 0.3 0.179
36 Contemporary Scientific Innovation 0.28 0.167
Seminar on Current Issues and Trend in
37 0.27 0.157
Information Science
38 English Writing for Communication 0.20 0.119
39 Exercise for Quality of Life 0.14 0.800
40 Arts and Creativity 0.12 0.700

9197 4-24 1TunaUsuifieugnveyannquiednfiuanaetulasedoes iafiduan
AaIUEN (Accuracy) (n1iy nauseivienteduiinanisussiiugeiigadefisutungusieia
Anwvhlaznauneivneniden Taefinanuuiugidaidu 81.4% sesaundonquseivioniden
fifiaauuiugidadu 74.5% aaunquineinAnwialunnsussiduiivesfiande 67.3%
saaiunsussiiuanlueauuuiudesisng (NB) iWenusnauseivientsduuagienidenidu
nAuTEITIALETAUNAMAnTLaznaN e Ir A nAlulaTasaumA W21 YaTeyaTINTIaes
nquseinssndlunadnsiindmiunquseivientedy nefatauudugiAndu 75.3% uaz
74.5% suddu aunqueivienden assmveyalunanisUsuduilnafestugnveyanin
nauseinAnuinly deeglunamiisingn 70%

LHIBWSHUMIE UNAT NS TEMINNGUTIHIVIN LA THUMARNAATHaENANTI8IT I UmALLLaE

a

A13AUMA WU NANTIETVIAUATEUMAAIANTIAIAURIUEIAAN I TuNquIIETvIENTIAY
lunenduiu nauseivinumalulagansauneaiinanisuszduiianinlunausiedIvienideon

apdlsfnn Nuldelnenisaumeanuduiussemsveyanaunfdnazdniansnyiunadugns
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NN IANYIveIldnAutUlUTE YL A ULAL TYEENANVRINANGAT AU YAVDYAATULNTAYDITIY
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Fentfvisdudaduddgiesihunieszniasasnadulunansyihwefivanzauiign

o

A1579 4-24
MIUBIUTSUNAA WS INNGUTIE TR ImIAA 28R A s e
Accuracy (%)
Model
GE Core IS-Core | IT-Core | Elec. IS-Elec. | IT-Elec. All
KNN 0.597 0.677 0.696 0.658 0.620 0.551 0.601 0.738
NB 0.673 0.814 0.753 0.745 0.745 0.612 0.684 0.844
DT 0.536 0.593 0.643 0.593 0.567 0.498 0.593 0.616
SVM 0.631 0.688 0.703 0.650 0.658 0.643 0.650 0.768
ANN 0.616 0.745 0.726 0.639 0.681 0.559 0.639 0.806

HadNSNNTTAaTRasEdayanIunNInvaLsass1eIvlagld SMOTE
dmdunisasalinanisiiuienlsyavoyaniuninvesunarein laglunadanisgy
fesuiuvesunguuasduaTey (SMOTE) dsdsmsiinszurumadululunmmadioafuiuya
%@gaﬁawﬁjﬁ Imsﬁw%aaﬂasu@aLﬂimﬁﬁﬁmlg%’uiuLLéaziwﬁiﬂjﬂmﬂizmama Tuauveuenmitand
fio edeiving 4 lundngasansauneadne lnsunazsieiulassyinsafidululasaun A s D
dufuinn F vide W agludanlalumsdiuam gaveyaniuinsavesunazseiazgniuseonidy

nau 9 lawn nausegindnwiily nausgdyendsfu wasnauselvienden wenant nqusie

1%
a

3‘UWLEJﬂﬂJ\‘1ﬁJULL@%LEJﬂLﬁEJﬂET\‘]ﬁW%J’ﬁOLLUQEJEJﬂUjL!iWEJ'JGU’W]’]Uﬁ?iﬁuwlﬂﬂ?ﬁ(ﬂiLL@S@WULW@I‘UI@E‘T

(% ' '
s aa v

a5auLna ﬂgqﬁﬁLﬁ@lﬁgﬁm%'um'ﬁlmwwqﬂsuayjamaﬂwmmmnmqﬁu sqﬂ%ayjaéjmlmmauw{az
3’18"36{11@1zl%ﬂjyamuaﬁgmummﬁﬁmLm'azﬂu FaunFudsumamsfnwusnllauisnanmsinuiganme
dedgansinuiue 1uddeiinnasimenisasislumanndanesfiunssuuntseinn 5 sane3iy
e nadws T lathund3sudieuiunieaAuusug (Accuracy) m1AULTIBIRS (Precision) A7
n55¥aN (Recall) w3oatew (F-Measure) Inglas 10-Fold Cross Validation n15ansanAveinadns

o a ! a v oA a d' a o 'oda ! &
AIYTUINTIATUANN € QSLﬂu‘lUA‘LULLUQW"IQW\ISQﬂu AD WANTUINNAUYL 3 AU Wﬂﬂqﬁﬂq@ﬂ@

1.000 LagAP1gAAe 0.000
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1. sed3vdnwialy (GE Subjects Grade) Tngld SMOTE

nadwsiilaannisUssdiuamengungivAnyialuegluasns 4-25 annsAnnuan
nMveradugrin1snaisunisteyaaiinansenueg lusedud uaafilnaianuusug
(Accuracy) ANANLTIEARS (Precision) ANNT32EN (Recall) wazAav (F-Measure) Aflanfe luina
FiwosannmosuLvTu (SVM) Tasdiamsuszifiumfu 0.773, 0.767, 0.773 uaz 0.768 Amady
Sreufl 2 Ao TumalassneUseamiiion (ANN) filansussdudu 0.765, 0.763, 0.765 way 0.764
auladufinansUssiiufianduiuasen warlwihuoadeaty lusaflnainisussduuesiia
fio Tuwnansaumiiieuuuiilnadign K ¢ (KNN) fifiainisussidiuegd 0.68, 0.677, 0.68 uaw 0.648
AU TnsTRsusuariansananAIALLLLE (Accuracy) \ushde arnramsUszdiuitle
asulan veyanunsavesnareivlunguieindnuiluamanenisiuglussduineunns

q
aa a
ANLAY

#1319 4-25

NSSEUgURaa NS 9 INToya T8Nl (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.680 0.677 0.680 0.648
NB 0.758 0.751 0.758 0.753
DT 0.690 0.672 0.690 0.678
SVM 0.773 0.767 0.773 0.768
ANN 0.765 0.763 0.765 0.764

NMTAATIERRANTIRAIRUANNEI ARV AN lUmBwmATlA Information Gain (IG)

lnglyyaveyainunisuSuaunavresratal mneguad Fauennitinimuadiuiu 12 518381 910

(% 1%
aa o

M50 4-26 TN LASameled (Moving Forward in a Digital Society with ICT) lnen
mmmummgqqﬁqmﬁmﬁwﬁmwsﬁmﬁu Iﬂaﬁhﬂmmﬂummgmﬁu 0.748 Fsgsnndud 2
a&\jmmﬁﬁm Seuit 2 fe 1edvinwenislyntwilvefientsdoans (Thai Language Skills for
Communication) Tasfininuanugidu 0.554 dnufe 183 widanguiitonisdeans (English
for Cornmunication) fifiA1n15UszdwNIAY 0.501 AuAes eI SeRvATIETINEIR (Natural
Disasters) AaeAN1sUszaduinfu 0.5 iwﬁmﬁlmﬁaﬁﬁwmummgﬁﬂﬂ’h 0.5 feifu Fefeland
ﬁﬁummﬁﬁmﬁaﬂLLazéamaGiamﬁv‘hmsmaé’uqm%mwmﬁwwaqﬁﬁmgﬂummsﬁmuﬂmqﬁqﬁw
Slethwaitlnainita 5 Tuna suamm%auﬂaiw%ﬁﬂmﬁﬂﬂﬁdqﬁauuawé’qmseju&haémﬁu

YDIYUNANUBEFUATIZN (SMOTE) WU ieynveyaiimiuaunauinduianalunadnsvesnis
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MMUBATU TEiAIAMULLUGTUNINAY 77.3% MNTANDINUTNNDIALINADITUUITU (SVM) Uanani
duniulnansyiwedunlumadnsiinnivianue felu nsusuaunaluiuyaveyaneuasalawg

9zelunTVUEadU MENINNTREUUSEAVSAWABITY Felanalalunsan 4-27

#1319 4-26

A1AUMIINAIAY VI MUTANUNTATIE TN I URIEA UNUAIINE (SMOTE)

Normalized Information
Order Variables

Weight Gain
1 Moving Forward in a Digital Society with ICT 1.00 0.748
2 Thai Language Skills for Communication 0.74 0.554
3 English for Communication 0.67 0.501
a4 Natural Disasters 0.67 0.500
5 Psychology for Living and Adjustment 0.60 0.452
6 Life and Health 0.59 0.439
7 Sufficiency Economy and Social Development 0.56 0.419
8 Collegiate English 0.54 0.405
9 Contemporary Scientific Innovation 0.45 0.337
10 English Writing for Communication 0.34 0.258
11 Exercise for Quality of Life 0.32 0.236
12 Arts and Creativity 0.15 0.114

#®151 4-27

msiSeuLigunInuusiueInteyaTIe Ininyluseninteyanuduuas Toyanusun1u

FUAAUA?
Accuracy Accuracy
Model
(Original Dataset) (Balanced Dataset)
KNN 0.597 0.680
NB 0.673 0.758
DT 0.536 0.690
SVM 0.631 0.773
ANN 0.616 0.765




58

2. 793v18nUIAU (Core Subjects Grade) Iaald SMOTE

maé’wéﬁl&iﬁmﬂmﬁﬂisLﬁuLawwﬂq'mwEﬁfmLaﬂﬁ’qﬁ’uiﬂai%mwﬁﬂmi?jmhaéwLﬁusuawu
ﬂﬁjmﬁaﬂé’ﬂmswzﬁ (SMOTE) uanslaluns1e 4-28 iﬁﬂ%%ﬂlﬂﬂémﬁlﬁﬁﬁu’mﬁgﬁﬁuﬂ 18 3831 Neilan
ynaumpaIBumilauty INMIFNYINUT NsvueRaduYEINSSsuMeTeyaYRTNANTENY
noluinaidussnunn nadwsiilalvainisussdiufigeanyavoyan iy sErInNILALYATDYAAINA
Tunquaredundnuialu Tueailuarauisugy (Accuracy) ArAIMLTIBanss (Precision) AINTS
58N (Recall) wazaawl (F-Measure) Aianfe luinaluuiudesnsiny (NB) fufe 0.878, 0.879,
0.878 Wz 0.878 muadu diudl 2 e Tuimalaseweuszanmifion (ANN) Aiflainisuszidiumiy
0.843, 0.843, 0.843 uay 0.843 a@1uluaad ufinanisuseiiuiivesaunaudisy wagluriues
Fortu lunaiiluainisussiduuesiiaaie Tumanuludndula (OT) Aiian1sussidueyd 0.745,
0.744, 0.745 wag 0.744 MnuansUszifiuiiagulngi veyaniunsnvesunazseivilunguae
Frontiadundanyuaunaln UL TaLLA LA awanonsiunglusziugsnn Feu Mssuun
Uszinniiannoglunquaadugydnienisdouls aunsnifulsnunselunquaedivientady
snimMslnTgnmsadnsid g laegagnaes Adadiananuidugigeis 87.6% lngendy

SaNOINULUULUADHIE (NB) Wieasradulumaginsunisviunena

#1319 4-28

MSUTIUTIEUNAGNEINTBYaTI8TYNONUIAY (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.763 0.774 0.763 0.745
NB 0.878 0.879 0.878 0.878
DT 0.745 0.744 0.745 0.744
SVM 0.790 0.788 0.790 0.789
ANN 0.843 0.843 0.843 0.843

991579 4-29 WU 8IVINTITBuazadAsasaLnARne (Research and Statistics
in Information Studies) arANUATNTEsTigalaLisuiuTEIsBu Tnsinansduimmiiy
0.989 &1sud 2 ﬁé'u,ﬂuﬂ';'m'gl,ﬁ']ﬁ'u Ao 51839 IN1TINTEUUNSNEINTANTAUNA (Organization of
Information Resources) hag 518’3%?U§m5miaummmzﬁulaEm’ﬁﬂyumyﬂ (Information and
Reference Services) TapfiANLNuA2IL3INIAY 0.82 @7u518391NTIATIENVLIANY TLUUTBANA
Jgan1ewu3 U (Library of Congress Classification) LazI18391N15T LA LA DONLUUTEUY

a1sauwa (Information Systems Analysis and Design) ﬁﬁﬂmummgﬁ 0.779 uaz 0.778 AUAIAY
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dwiuseiviiwdslunainisussidiuiiuesasuwandieglunauniinounisas dwlu sedsieylu
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Wovhuenadugnonsmsanwvesidnlaidueend

$131 4-29
AIAUAIUTIAY VDI IUYTAIUNTATIY TV UBATIAUN 28AUNUAING (SMOTE)
Normalized | Information
Order Variables

Weight Gain
1 Research and Statistics in Information Studies 1.00 0.989
2 Organization of Information Resources 0.83 0.820
3 Information and Reference Services 0.83 0.820
il Library of Congress Classification 0.79 0.779
5 Information Systems Analysis and Design 0.79 0.778
6 Electronic Information and Record Management 0.78 0.768
7 Cataloging of Information Resources 0.72 0.713
8 Library Automation Systems 0.70 0.697
9 Programming in Information Work 0.65 0.647
10 Reading for Information Professional 0.62 0.616
11 Information Science 0.61 0.607
12 Database Management for Information Work 0.56 0.554
13 Collection Development 0.55 0.548
14 Presentation and Training in Information Work 0.51 0.505
15 Management of Information Institutes 0.48 0.472
16 Web Design for Information Work 0.44 0.433
17 Information Technology 0.43 0.429

Seminar on Current Issues and Trend in
18 0.27 0.267
Information Science

= = * ” S a o ¥ Py i i a '
Naﬂ'ﬁLUiEJUL‘I/IEJU@I’JEJ?!WU@%@GNLﬂuﬂUﬁﬂ%@yjﬁ%‘Ui‘UﬁMﬂaLLﬁ’JLLﬁ@Ql’JIU@W?QVI 4-30 WU

gaveayaniinnuaunalinansviuefiuiugneewiulatadmsunndanesi

ABAIANNUNULUNIAY 87.8% 1NOANBINULUULUADY1991Y (NB) wanan

[

T d1usulumans

[

AUNUTZLAN

MueduilnnadnsNanImmue Ay Msvsvaunalvivyaveyaneuasslawaszyiglnnis

MUNERaFUgNENINSREUliUsE AN AT UY
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#1319 4-30

msSguiguaInILuE 9 INToyaTIe v NeN TR TEN I TRy aRNANLAL Taya TS U 1INAnA

a3
N Accuracy Accuracy
(Original Dataset) (Balanced Dataset)
KNN 0.677 0.763
NB 0.814 0.878
DT 0.593 0.745
SVM 0.688 0.790
ANN 0.745 0.843

3. 51w NenUIAUAUaNTAUIAATERS (IS Core Subjects Grade) Taald SMOTE

ma%ﬂuﬂﬁimL@ﬂﬂ'ﬂﬁ’uﬁmaﬁauLwﬁmamgﬁﬁi’ﬁmuﬁwm 9 518391 LAYNAITUIN
fesueTeiniiestumansaunssanisansaumedundn nadnsiilaannnisusediuaniz
ﬂ&juiwa‘iﬂnﬁamﬁiumiw 4-31 91NNSANYINUD mﬁ‘v’hmemaé’fuqm‘émamiﬁauéj’ga%yjaﬁmﬁ
'vié’qmif\]’mﬁﬂ%’uamammﬂmaL‘UymmaLLf:ﬂﬂ;ijmaﬂiwuéaImLmahawﬂ/ﬁqmm Feeonnassiunans
Aimserluvonauvuni Tueailnaianuuuugs (Accuracy) AMAMLLTBINSe (Precision) AINTS
5880 (Recall) uagaow (F-Measure) fifignde luinaluuLudes1991e (NB) fufe 0.858, 0.858,
0.858 uaz 0.857 muasu a1suil 2 fe Tumadnmesannmesuuadu (SVM) fiflanisussfiumiu
0.83, 0.832, 0.83 Wa 0.831 arulunasufiinanisusedudiluviatuunn arulanailnainisg
Useiliunesiigafie lumanuludndula (OT) idamsusediuegdl 0775, 0.777, 0.775 wag 0.776

MIUNITNITUNEITUILRANTAUIDINANAIULLUSNTUFIFILAINIUAILAI AT IR TINUAISU

#1319 4-31

MIUTIUTEURNAaNTINTBYaTI8 T NaNUIAUNIEITaUMAMENT (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.775 0.786 0.775 0.761
NB 0.858 0.858 0.858 0.857
DT 0.775 0.777 0.775 0.776
SVM 0.830 0.832 0.830 0.831
ANN 0.805 0.805 0.805 0.805
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FINANTN 4-32 WU T183INNSTATTUUNSNEINTASAUMA (Organization of Information
Resources) uay T1839UINIANTAUNALALYIBNIIAUAI (Information and Reference Services)
fnoglusdudl 1 midlouru Tnedinunuaruginiu 0.82 S1dufl 2 Ao sigdvnmsdasemaaamy
SYUUMEAATFaN18LUTAY (Library of Congress Classification) ﬁﬁ’lmummgw{’lﬁu 0.779 uag
sedwlugiud 3 do Tnefaunuanugidu 0.713 dwduseinimdelnamsussdiufivesna
0.7 fatfu iesfimnsuanizsinieglududiuau q dwiuvihldandunanisviuenadugyms

PN9NSANYIVDINER

#1954 4-32

AIAUAINIAY VI IMUTA NN TATIE IV NN UIAUN A ITTUNAAITATHIIANNUAIINF (SMOTE)

Normalized | Information
Order Variables

Weight Gain
1 Organization of Information Resources 1.00 0.820
2 Information and Reference Services 1.00 0.820
3 Library of Congress Classification 0.95 0.779
4 Cataloging of Information Resources 0.87 0.713
5 Library Automation Systems 0.85 0.697
6 Reading for Information Professional 0.75 0.616
7 Information Science 0.74 0.607
8 Collection Development 0.67 0.548
9 Management of Information Institutes 0.58 0.472

1919 4-33

ITUTIULTIEUAIA? 71/441/1J57§77ﬁ?7€]%/27578]3‘2f7é677 Zﬁ?ﬁv‘UﬁﬁjﬂJﬁ’]ﬁﬁL/éWﬂf’f’]ﬁﬁ’?§5374’h\7?78%/57@°<7£ﬁ71/!é@5

ToyaiUsunINALNALT

Accuracy Accuracy
Model
(Original Dataset) (Balanced Dataset)
KNN 0.696 0.775
NB 0.753 0.858
DT 0.643 0.775
SVM 0.703 0.830
ANN 0.726 0.805
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éfm%’umim%uLﬁ&JUGT’Jaéqm%a;ga%&Lauﬁusqmﬁjayjaﬁﬂ%’uau@aLLE:’JLLamifﬁumi 19 4-33 qg
Fulan gemeyafiirnuaunalimansiueiuusinmesaiiuladndnsueas Tunndaneiv
YDIMTTWUNUTLAY AEAANLLILEWAY 85.8% 2INdana3Tuuuuiudsnass (NB) uenaint
dnsulimmansviueduflusadnsiiniueisuiy fadu miﬂ%’uamqaiﬁﬁusqm%agaﬁauagw
Tawaaeraslnnsviuenadugninnisdoudssansami sty wazegluinamilnatainy

wauglusiugs

4. eI nenvsAudumalulagansauna (IT Core Subjects Grade) Inald SMOTE

s lunquientafuamumaluladansaumeaisiuan 9 s1939 Sy 3dulaeenuuind
Sruusgdvniutunquiendsdumumsauamans Welmamslinneminauaunaiuluis
vosIuiulsvenazgaTaya shuellalryareyaiiniunsruiums quiesiutessunas
upBAAATIEY (SMOTE) 11uad wadwsilnainnisusudiuanshalumsns 4-34 99nn1sfnwinu
meviunenadugrivnanissumeveyayaiinansenuneluinaneuriannlnaiestungue
AT IUATUENSAUARERS LLLAaTlNATIAINLLIEN (Accuracy) AMANIBIRSS (Precision)
AM33¢8n (Recall) wazaaw (F-Measure) Afigndsnaidu lnanuuiudesnans (NB) Hufe 0.83,
0.831, 0.83 WAz 0.83 muansy d1duil 2 Ao Tuimalasenguszamiiion (ANN) Tasfinnisussidy
WU 0.79, 0.79, 0.79 uay 0.79 1usuzuz'i7ﬁmmaﬁiﬁmmiﬂssL:ﬁuﬂaaﬁqmﬁa TuinanisAunLiien
Jmﬁiﬂgﬁqm K ¢ (KNN) fifiann1suszifiuegil 0.735, 0.742, 0.735 wag 0.713 madfiu a1nKans
Ussifiudlagulann veganunsavesunarseivilungumeivientdunumeluladansaumadon
ﬂmul,t,zius]’wﬁaaﬂﬁwﬁmaﬁauL%ﬂmam%agjLﬁﬂﬁaa Lw{ﬁé’améwaGiamﬁﬁwmﬂuszé’uﬁ'éau%ﬁaqq
G;Jaaﬁﬂmwmuiusj’wqq{'fa 83% sty M3TuunUsznnvesidndinsanunsaidiuUsaiungely
seirnquissmhmsieneils tneledane3iuuuuiudosnsns (NB) iteasadulumadiniy

ANSVIUNENA

#1319 4-34

MaUTeuLgUNaaNsaINTeyaTIe Ty nenUsaun umaluladarsaume (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.735 0.742 0.735 0.713
NB 0.830 0.831 0.830 0.830
DT 0.740 0.746 0.740 0.743
SVM 0.785 0.787 0.785 0.786
ANN 0.790 0.790 0.790 0.790
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[y Y

N5IRaINUANAIAYVOIFMUTIUAIS1 4-35 wanslmiiuan mednnisiTonarainnms
ansaumnAdne (Research and Statistics in Information Studies) ﬁﬁwmmmuﬂ’s’mg@ﬁqﬂLﬁ'a
Feufuneidulunguientu nediaunuarugmdu 0.989 §1uf 2 Ao Meimmslinsenuay
2RNBUUTTUUATAUWA (Information Systems Analysis and Design) ﬁﬁﬁ%ﬂummgw{’lﬁu 0.778
Fanpurmeandduil 1 dduil 3 Ae sedninisdaninenatsuaransaumadinnseding
(Electronic Information and Record Management) fifAnsusadiumntu 0.768 @wseividu 9
Tunquil Wnannuauging 0.7 dudu Sefiolaniidrduauddylumninuaslunsiandy
Jadelumsvhunenaduguinamsdnwuesian f8nuilsedunaie mamiﬂﬁmﬁummmummg
Tuseirnauauasaumamansuaznauaumaluladansauna aulimadnsmsuiuluass
4-29 ﬁs?fﬂ%sqm]ja;&aiumjmw%mLaﬂﬁqﬁuﬁwm wovnn3suiileutusevnsansnauil nquated

o w Y

¥ ¥ [} Kel'd ! = ¥ = ‘N @
mmmiaumﬂwaawaﬂn@mﬂaqLaﬂuaa %ﬂiuuuaszmﬂ@mm

M1919 4-35
AIAUA U IAY YOI IUYTH 11N T TIE TV UDATIAUN 1NALLIATA 1 SAUNARNIEANAUADINT
(SMOTE)

Normalized Information
Order Variables
Weight Gain
1 Research and Statistics in Information Studies 1.00 0.989
2 Information Systems Analysis and Design 0.79 0.778
Electronic Information and Record
3 0.78 0.768
Management
4 Programming in Information Work 0.65 0.647
5 Database Management for Information Work 0.56 0.554
6 Presentation and Training in Information Work 0.51 0.505
7 Web Design for Information Work 0.44 0.433
8 Information Technology 0.43 0.429
Seminar on Current Issues and Trend in
9 0.27 0.267
Information Science

dmsumsTsufisuneyavenanafuiugnveyaiusuaunawadInuandlilunised 4-36
genslunadnsluluiiamafendu dude Yaveyaniinnuaunalunan1svituieiuiuginIlunn

9aN937NYDINITIUUNUTLAN AFYANANULNUEIFIFANIAY 83% NTANDINULUUIUADY19NY
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(NB) wenanil dmsulananisiunedunlumadnsnfininvianuaauiu fsiu nsusuaunalniuyn
voyanauaslaalzyglumsvingnadugnsnianmsiseuivssaniamadwu uazegluinuni

InanAnuuiug luseAunABuYNgariFen

#1979 4-36
msiSyuiigumnuusiueInTeyase v nentssua umaluladarsaunasenasteyan i
uazTayaiUsun NANNALA

Accuracy Accuracy
Model
(Original Dataset) (Balanced Dataset)
KNN 0.658 0.735
NB 0.745 0.830
DT 0.593 0.740
SVM 0.650 0.785
ANN 0.639 0.790

5. s1g3venidan (Elective Subjects Grade) Inald SMOTE
Tunquuesneivnenidonisiuuseiviegimua 10 91931 esnniduseivieniden
fedu DAmunazauiaFoulumioutuimun veyaynidndunisussnunslagluninanmeini
Tnawdsafuiitenaunusgdniiviamely gnveyaseivienideniarloyaveyaiiniunsuivauna

[ % '

LameAiaNsaudiseniuveunauuesdLasIzn (SMOTE) wasadulieanisiueain 5

=

dane3fiufiunnnneiy nadwsilawandlalunisng 4-37 Fsaziiulaan wanisyiuneradugniniens

v 1% 1% '

Sumereyayaieglunaumauin lunaiilvaiauusiue (Accuracy) AATILTBsnss (Precision)
AIN135EaN (Recall) waza o (F-Measure) qaﬁqﬂﬁa TumanuULUdne19ng (NB) WufAe 0.848,
0.848, 0.848 Way 0.847 MudIFy @dUfl 2 Ao luadwnosnnnesiuedu (SYM) AfianIs
Useidiu 0.818, 0.815, 0.818 uay 0.816 aruluinadudsndvnanisusediuiiuosasnlunmin uag
ImmaﬁiﬁmmsﬂizLﬁuﬁaaﬁqmﬁa Tumanulusnaula OT) lnefnansusediumfu 0.725, 0.713,
0.725 uag 0.717 AUAIAY mﬂmamiﬂimﬁummaaa@ﬂlgﬁ ﬁﬂ%@yjag’mmiﬂ%mLLG]IaSi"lEJ?J‘qu
nauseirienideniiuiuaugaumassananisvhwieradugminiesnsAnuluseRuiia wiesn
yavoyanauIiLontsduagLe aendlsfiony veyayaddsanusonleuslevdlalasiling

WUUUERe1ee (NB) lvananuuiuggegnme 84.8%



#1319 4-37

MsWsgugUNaaNsINToyasIeIvneniasn (SMOTE)
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Model Accuracy Precision Recall F-Measure
KNN 0.743 0.755 0.743 0.720
NB 0.848 0.848 0.848 0.847
DT 0.725 0.713 0.725 0.717
SVM 0.818 0.815 0.818 0.816
ANN 0.813 0.809 0.813 0.810

NITILATIZRNANITINAIAUAINENAYUDITI8ATLoNEBNAEMATA Information Gain (IG)

3119149 4-38 a1unsaasdlanin s1eTvin1sdearsveyanaziaieviunouiines (Data

Communication and Computer Networks) TA1a31sinuAugeigalamisuiusgindu lagd

ANNISUTZLEUNIAU 0.812 819UN 2 Av 518381015 UAUAISAUABLANNSailng (Electronic

Information Retrieval) lagdlanuanugimiiu 0.713 dwiuneivdulunguilfinnuaiiugaing

0.7 fatiu Feonaennuiizthududadelunsasdumanisyhwedmiuiaugseuluddunsly

M99 4-38

A19UANINAINY YOI MUTANUNTATI IV UONADNAIEAUNUAIIN (SMOTE)

Normalized | Information
Order Variables

Weight Gain
1 Data Communication and Computer Networks 1.00 0.812
2 Electronic Information Retrieval 0.88 0.713
3 User Behavior and Information Needs 0.85 0.689
4 Open Source Program Application 0.81 0.659
5 Printing and Publishing Business 0.78 0.631
6 Information in Science and Technology 0.77 0.626
7 English for Information Professional 0.75 0.610
8 Multimedia Technology 0.67 0.548
9 Information of Local Wisdom 0.62 0.506
10 Knowledge Management 0.45 0.367
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#1319 4-39

MsTeuiguAInILULLE I INToYaTI IV NeNAN TN I NTYanUAULALTRYATIUTUA I INALAA

a3
N Accuracy Accuracy
(Original Dataset) (Balanced Dataset)
KNN 0.620 0.743
NB 0.745 0.848
DT 0.567 0.725
SVM 0.658 0.818
ANN 0.681 0.813

msiSeuiisuresnveyanudniuynveyanuivaugauadlunquseivienidentanansa
lun1s99 4-39 Fedaadlunadnsluluiiemadeniu dufe Yeveyandanuaunalunanisviuied
waug1nlunNdane3iuvensTunlssnm aleA1nNUkluggEnafe 84.8% deaglusyaumuin

' '
a = aaa o

nesunfAngadmsuasslunade danesfiuuuuiuaasnsane (NB) dwsulumadulanadwsi

‘D.)e

' (% ' v

Anvadauiunsainlyyaveyaauna delu nsusuaunaluiugnveyaneuasslaiuadaiiaiu

9 kY

2

v
o w a

dfglunsmelunisviunenadugvoniinisiseuliussavsnmasaau

6. sHgIVNBNRNAUENTEUNAAIERS (IS Elective Subjects Grade) Inald SMOTE
18397 UNQULENLEENA U TAUVARIAATUUIDINUIINNAUITIEITNONEaNTINAlA 5

51839 1PeN15U191NA19 5 U818V NAIVDIAUAIEATATUNITIANITENTAUNALTUNEN NadWS

flaanmsussiivameznauseiviiduandhiluniss 4-40

#1319 4-40

MTUTIUTIEUNAANTINTBYATIE T NONEONA T ITTUNAMEFNT (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.665 0.650 0.665 0.637
NB 0.760 0.752 0.760 0.752
DT 0.688 0.678 0.688 0.680
SVM 0.763 0.762 0.763 0.760
ANN 0.715 0.708 0.715 0.711
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(% (% (%

MNNSANINUIT MsuneRadugnsnanTisumeveyayniinansznuneluinasylu
e Tapadilanaauusiugn (Accuracy) AAnaiteanse (Precision) mMNM5s¥an (Recall) wazan
o9l (F-Measure) Afiande Tuinadnnesanimesuusdu (SVM) defianisussifiumuddu dsdl
0.763, 0.762, 0.763 uaz 0.76 namsusziiiuludiui 2 Ao Tuinauuuiudesnsny (NB) AiiainIs
Ussifiumiu 0.76, 0.752, 0.76 ua 0.752 lumanduiu luwnaiilvainisussifiuussiiaade Tusa
msﬂyumLﬁaqumﬂgﬁqﬂ K #7 (KNN) ﬁﬁﬁﬂmsﬂsmﬁuwﬁ 0.665, 0.65, 0.665 way 0.637
AUAIAY mawama%mﬁu%qﬂi&w Gﬁuaagjaﬁu’mmimaqLw{amw%ﬂuﬂduﬁw%wLaﬂLﬁaﬂgm
asaunAanTasnanon1sviusluseAua vi"';aﬁ{m"mul,:iushqqqmﬁ 76.3% ety n13Tuun
Ussandidmieglunaunadugyimansdsungulaaunsothiulsaunsalusmsinnguiuns
yhnmsiesenmele ssdlsfiniu insalunauseiniendeniinistulusedmiaueinsfinm
tfufle neulBnardnfanisinuluuiutn du msthiudslunguisvhusradugninanadou

J9o19laungauin

#1319 4-41

AIAUAIINAIAY YOI U TAIUNTATIY TV UDNEONA UG I TTUAFIANSAIEANUNUAIINF (SMOTE)

Normalized Information
Order Variables

Weight Gain
1 User Behavior and Information Needs 1.00 0.689
2 Printing and Publishing Business 0.92 0.631
3 English for Information Professional 0.89 0.610
4 Information of Local Wisdom 0.73 0.506
5 Knowledge Management 0.53 0.367

éfm%’umi%’ﬂé’wﬁ’ummﬁﬁmaﬁwﬂ%ﬂuﬂﬁjuﬁoﬁy’mmmummgmmﬁiumsw 4-41 wadl
Tauanslnidiu 31EJ"E“U’]‘WE]aﬂiiﬂl}ﬁ‘gLLa%ﬂ’J’]iJGT@x‘]ﬂ’]iﬁ"liﬁumﬁ (User Behavior and Information
Needs) InAinuarusgeafianilafioutuseisdulunquieatu Ao 0.689 duil 2 fo :1e3vins
ﬁuﬁuazqiﬁamsﬁmﬁ (Printing and Publishing Business) ﬁﬁ’]mummgwﬁﬁ’u 0.631 874l5Any
AnueLslunguinin 0.7 luynaeden dadu Ssdelannseinlunguendonaiuansaume

1% 1%

Aansianuaudfgyiineuruey Jludivninuintdniiaziiuilyusznaunisasislumanis

MueNadugsn1an1sAnyIvetian
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P91 4-02 uansnailFeuifisugeeyadaiuiugnteyafiusuaunauavesyavoyalungy
ondenauasaumamans wadilafo gaveyaiiiinuaunalunanisiuisdiuugiuinnag
woaNmTAMIUNNSanefinvesnsunUszAn Tnedananuunudigeanimiiu 76.3% Feasng
nluinauuuludes19a1s (NB) nsusuaunalufugaveyaneuasslauaszyaglnnisvimue
nadugvavanIssuliussAnsn it ety uaveslunamilnatanuuaugilusedy dunansds

' v -
ABDUUNIR

#1978 4-42
MSIWTHULTIEUAIA LU 91N T03/AT 18 TU UNADNA A I TTUNARIANT 5N I NTOYANUAUUAY

ToyaiUsunINaLNALT

Accuracy Accuracy
Model
(Original Dataset) (Balanced Dataset)
KNN 0.551 0.665
NB 0.612 0.760
DT 0.498 0.688
SVM 0.643 0.763
ANN 0.559 0.715

7. swivnenidenaumaluladansaumed (T Elective Subjects Grade) 1agld SMOTE
eiviunguenidenaunaluladasaumaliviuiu 5 g3 wndvdwuneivitungy
ndenAuEITaumAAIERS Inglyyaveyafinaunsusuaunauatnlemaianig quiee1niuves

YUNGUUBEALATIZN (SMOTE) Hadnsilaannisuseidiuuanslilunisg 4-43

#1319 4-43

MaUTeUTEUNaaNsInTeyaTIe Ty nenUsAumumaluladarsaume (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.723 0.714 0.723 0.708
NB 0.800 0.795 0.800 0.796
DT 0.740 0.728 0.740 0.730
SVM 0.793 0.790 0.793 0.791
ANN 0.763 0.758 0.763 0.759
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(% (% (%

MNNSANINUIT MsuneRadugnsnanTisumeveyayniinansznuneluinasylu
NUNA waEAnadws NN uTIBivendenatuasaumAmans liAafilnaAIAlLLL e
(Accuracy) AT B9ATS (Precision) A1N153AN (Recall) wagalew (F-Measure) ﬁﬁqm laun
TaaUUULUADEN9918 (NB) A8AIn13UszLium iy 0.8, 0.795, 0.8 way 0.796 Ay d1dud 2
Ao Tumadwwosannmesiusdu (SYM) Tasfinnsussifiumidy 0793, 0.79, 0.793 wag 0.791
dmsulanadilnanisUssiuuesiianfe Tueaniseuniiieutiuiilnaiian K & (KNN) #iflainis
Uszifluagfl 0.723, 0.714, 0.723 uay 0.708 AuAR mﬂmaﬂ’]sﬂimﬁuﬁjaqﬂlgfh sdyaaq”aﬁu'mmm
vowumazsgivilungusgivieondenaumalulafasauaianeuuiugisnn A s
mam%aqﬁé‘ﬂﬁaa FuunUsznnaesinannsnidaudsatunsaluselninguiansuiinig
Ansrensaumele endlsfn medvendenisuesineglurasmaiouvesiand 3 uasd 4 @

Inasgduians@inwiuad insgaziu lunsljuRdduenadmadnsansedvinguenideniianiu

asaumaransiazaumaluladansaumeaududatunsiunenadugnsmenisdinmle

M99 4-44
§19UANINEIAY YOI MUTAIUNTATIT TV UONADNAIUALUIATA I STUNARIEANNUAILT
(SMOTE)

Normalized | Information
Order Variables

Weight Gain
1 Data Communication and Computer Networks 1.00 0.812
2 Electronic Information Retrieval 0.88 0.713
3 Open Source Program Application 0.81 0.659
4 Information in Science and Technology 0.77 0.626
5 Multimedia Technology 0.67 0.548

mi‘imeﬁmamif{i’mﬁwé’ummﬁﬁﬁ@%@ﬁﬁLLﬂiéjwﬁmTaggagmLﬂimw%’n@mﬁaﬂéjm
welulafasaumaiinunisuivasgareyauat wandlalumsns 4-44 anuadnsilauandliiun
iﬁﬂimﬂﬂﬁiﬁaa’ﬁﬁgﬁlgaLLazm%‘asﬁ’mﬂamﬁ’Jma'g (Data Communication and Computer Networks)
Tnaunueusgsiigailefouiunmeindu Tnsfiaunuanugmdu 0.812 §éui 2 Ae :e3sins
AuAuasaunAdiinnsaiing (Electronic Information Retrieval) Tngfianunuaaiug iy 0.713

dmsunginnvaelvanuanunuegawmuaauLazliiiy 0.7 S wadnsilagininqusng

1 v v v v
o I

I nendenaUENTAUNARIERS waNHalaTanuALdIALIneUYILeY JInasianTulnANDu

o

Prududadudnsunisyiuienanissey
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#1319 4-45

maSguiguaInuuiuegnIndeyaigivinendend nanaluladarsaunasyniledeyan iy

UazTeyaNUTUAINANAAUA 2

Accuracy Accuracy
Model
(Original Dataset) (Balanced Dataset)
KNN 0.601 0.723
NB 0.684 0.800
DT 0.593 0.740
SVM 0.650 0.793
ANN 0.639 0.763

(% [

nsieufisuvesyaveyanufuivynveyaniusuaunawaslungusielvenidennu
walulagansaunalawandlilunisean 4-45 yaveyaniauaunaluuanisviueiuuuginingm

vayasuanluynlaea lngilunauuuiuass1any (NB) In1Auuuuggeganiiu 80% gaayly

‘a 4 g ¥ ¥ A o ¥ ze ¥ o Sda ' g ¥ [ YN & v &
LAEUN M ImmaaumiwmayjawﬂiuamaLLaaﬂiwmaaWﬁmmﬂfsﬂumamiwmazﬂammewm PNUU

nsuSuaunalviuyaveyaneuaselaadsdiarudfglunsmglunsiuenadugnsmenisiseu

[
=

UL ANSANATIUU

8. 13w masun (All Subjects Grade) Tagld SMOTE

o ¥ d’/ ¥ -] a 3 Adl ¥ a ¥ o ‘ﬂl a
mveillasedvnanuadalsenauliaie 40 518739 wasslamanisynueiieUssiiy

v
a

angnn wadwsilaannnisusslivwanalilunnsng 4-46 MIwgHAdUgNENINTTEUAILTDLAYR

ifuansgnunelunauiniian iesnidureyainsnanmeiviimun snnuisseivilnay
wiiiu feifu nadwsitladsgenimnyavoyadinuuioue Snvisnsdidslognvoyaiinmunisusy
aunaua? Ssawmalvluiaadanuuiugige dusulunadlvaiaiuuiugi (Accuracy) AR
89939 (Precision) ANN55¢N (Recall) wazaen (F-Measure) qaﬁqﬂiﬁm TuiauUULUARE199Y
(NB) Tnefimmsussidiumdy 0.913, 0.918, 0.913 uay 0.914 mudiu Ui 2 Ao Tuinalassne
Usvamdioy (ANN) fisiannisuseiiumniu 0.878, 0.88, 0.878 way 0.878 aulunadufiiinanis
Uspiufienduiuannuafsieglunasiun dmivluasilvmmsussdiuuesiiaafio lunanuly
smaula (OT) ﬁﬁéwmiﬂimﬁuagﬁ 0.75, 0.75, 0.75 wag 0.748 ANUaHU mﬂmamiﬂiuﬁuﬁaﬁqﬂla

(% v (%

91 MINIYYAVBYAAIUNTAVBITIETV N IMUAETIANLLLUEIVBINTVIIUElusEA UGN Tagd

[
[

lumadduil 1 atanuuuuggans 91.3% lagofedanaifiuiuuiuaesnsay (NB) asiy n1s
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[

PuunUszianidnieglungunadugniniinmisnssungula awnsndmudsnunInvessedv
Vanunu s sgnmnadnsilvinelaee1ignaes ea1alsiniy N15ENIIUNTATEITIEIN

Havuenadlyveyavetidnd 4 Auumsseulunianisfineusnuiuad aewnd TunnslJoR sly

anslauszlevugaveyailla unansluiiowSouiieunanisussiiugeaaidululamiiu

#1904 4-46

NMSWSYUTIEUNAaNE2INYoYyasIeIY9anaA (SMOTE)

Model Accuracy Precision Recall F-Measure
KNN 0.780 0.800 0.780 0.765
NB 0.913 0.918 0.913 0.914
DT 0.750 0.750 0.750 0.748
SVM 0.850 0.853 0.850 0.850
ANN 0.878 0.880 0.878 0.878

luaIun1TIAsIENHaNISINE1AUAINAIAYVDIRILUIAILYAVOLAN U LNTAVDITIETY

(% '
o =

Nauafusuaunavesraavinglal nadnsilaaennaemsiiuiuynveyanaunie 9 nounuiil
WuAe 518391 TIekazatfnIeaIsaunaAAny (Research and Statistics in Information Studies)
InananunuaNggeRign Ingiinanisawinmiiu 1.017 §16U9 2 Ao 9183 INNsdeansveyauay
\A30Y8ABNIILADT (Data Communication and Computer Networks) fiflannuamgimiv 0.863
o o a = a ) ) . . . aa
A1AUY 3 AB S18IVINTTIATTUUNTNYINTANTAULNA (Organization of Information Resources) 13
ANNUAIINIINIAU 0.862 @IUEAUN 4 Ad 18TYIUINTANTAUNALALYIUNITAUAT (Information
and Reference Services) lnefinnnuaugimiu 0.822 Jauandlalun1sng 4-47 aziiulain s1e3n

ynuduneiviegmsiuseuresidnd 2 uae 3 dulu Fsansahunlydudadslunsinsem

WANNENTUSIEMNBNInYRIIEIvIiuNadugninsmsSuuladuos el
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A19UAIINA ALY YOI MUTANUNTATITIVIIVUAMIEANNUAIINT (SMOTE)

72

Normalized | Information
Order Variables

Weight Gain
1 Research and Statistics in Information Studies 1.00 1.017
2 Data Communication and Computer Networks 0.85 0.863
3 Organization of Information Resources 0.85 0.862
a4 Information and Reference Services 0.81 0.822
5 Information Systems Analysis and Design 0.76 0.778

Electronic Information and Record
6 0.76 0.777
Management

7 Library of Congress Classification 0.75 0.763
8 Moving Forward in a Digital Society with ICT 0.74 0.757
9 Library Automation Systems 0.72 0.732
10 Open Source Program Application 0.70 0.709
11 Electronic Information Retrieval 0.69 0.703
12 Printing and Publishing Business 0.68 0.691
13 Information in Science and Technology 0.68 0.689
14 User Behavior and Information Needs 0.67 0.679
15 Cataloging of Information Resources 0.66 0.667
16 Programming in Information Work 0.65 0.663
17 Information Science 0.65 0.661
18 Thai Language Skills for Communication 0.64 0.654
19 Reading for Information Professional 0.62 0.634
20 English for Information Professional 0.6 0.614
21 Natural Disasters 0.57 0.584
22 Database Management for Information Work 0.57 0.577
23 English for Communication 0.56 0.567
24 Collection Development 0.53 0.540
25 Information of Local Wisdom 0.52 0.530
26 Psychology for Living and Adjustment 0.51 0.523
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Normalized Information
Order Variables

Weight Gain
27 Multimedia Technology 0.51 0.517
28 Presentation and Training in Information Work 0.5 0.508
29 Information Technology 0.48 0.490
30 Collegiate English 0.47 0.482
31 Management of Information Institutes 0.47 0.478
32 Web Design for Information Work 0.46 0.466
33 Knowledge Management 0.43 0.439
34 Life and Health 0.41 0.416
35 Sufficiency Economy and Social Development 0.37 0.376
36 Contemporary Scientific Innovation 0.32 0.328
37 English Writing for Communication 0.28 0.284

Seminar on Current Issues and Trend in
38 0.28 0.283
Information Science
39 Arts and Creativity 0.18 0.181
40 Exercise for Quality of Life 0.07 0.670
1374 4-48

MAUSUTEUAINIINULNENIINTaYATIE IV ININUATENINTOYAAUALUAL TOYATUTUAIINALAD

a3
N Accuracy Accuracy
(Original Dataset) (Balanced Dataset)
KNN 0.738 0.780
NB 0.844 0.913
DT 0.616 0.750
SVM 0.768 0.850
ANN 0.806 0.878

HAN1TUTEUTBUAEYAvaLan AL TUYRvaLaUTUaunauawansl lun1sei 4-48 wun

gaveyanilinnuaunatinan sviueiuugneewiulatadmsunndanesiudiuunyssinm

AILAIANULIUEIFIEANITU 91.3% TuvniziiynveyanuAuiniAuLIUEgIgnoei 84.4% a1
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funeauals naansvsaeudunaainnslydanesiiuwuuiudoy1ane (NB) Weasradulunanis

Fuunusznn uenaind dwiulmnanisiueduilunadwsidnaioun faiu nsusuaung
nfugnveyaneuasdlamaazsglnnmsiuenadunndmensduivsyansamasedudmiugn
NAUYATEYAAILINATBIUARE T Y VIR

P13 4-49 Wunmsiisuifisugareyaannausginfiuanasiulaserdomns Taiduen
AILIUEN (Accuracy) WY nauseivienteduinanisussifiugaiiaadefiouiunquinedn
Anwhluuagnquaieivienden TnefiniauusiudiAnidu 87.8% anlumauuuiudesisny (NB)
sesaunAonguieivienideniiiainuuuudiAnidy 84.8% 9nlunanuuiudes sy (NB)
ufu aunquaedinfnuialulnnsussduiivesdiaaie 77.3% fadunisusaduanlunadn
nesnNmeTLLETy (SVM) leuusnauseivientiduiazienidenidunauseinnuasaunea
mansuarnauseinaumalulafaisauna wun geeyannisaeanguelvdindunadnedia
dmiunquaeivientidu lasdaiauunudiAaidu 85.8% way 83% nud1du daunquing
FendenisassnveyalunanisUsuduilnaidssivgaveyasnnquedvAnuiialy delven

AMUBLUEIANILA 80% adlU

#1319 4-49

MTUTIUTIEURNAGNETINNGUTIE IV IIVUAN IEAINIIULNE (SMOTE)

Accuracy (%)
Model
GE Core IS-Core | IT-Core Elec. IS-Elec. | IT-Elec. All
KNN 0.680 0.763 0.775 0.735 0.743 0.665 0.723 0.780
NB 0.758 0.878 0.858 0.830 0.848 0.760 0.800 0.913
DT 0.690 0.745 0.775 0.740 0.725 0.688 0.740 0.750
SVM 0.773 0.790 0.830 0.785 0.818 0.763 0.793 0.850
ANN 0.765 0.843 0.805 0.790 0.813 0.715 0.763 0.878

LHIBLUTE UM UNAE NG TEMINANTIEIIA A TAUmNAM AN ThazNaNT 18I Umalulad

ATAUMANILYAVBYATNIUTUANARALAT WU NANTIEIVINUATAUMAMANTIAIAURIUEI AN

a

lunausiedvnentadu Tuninduiu nqusedviniumaluladansaunainanisusediunaninly

Y

Aaa o &

nausedvienden eenelsfiniy MuiTeineansaumeuduiussemnaveyanaunidnvgdns

NsANINUNaFINSNINTANY TR ARAUTLl LS EYAULAL TEUZNANVRINENGAT AT YATDYA

v '
o w d

AunsaresTelIviendirviududadedriagfasiiuniesgniazasiadulunanisyiuned

WMz AUTIEN
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nadnsannsaislanadedeyadiuinsanaslunsaznanisinwinazinsaadio sy
(Early Years GPA)
ﬁm%’umsagwﬂmmamsﬁﬁuwﬁwmﬁagagml,mmLa?ialﬁiﬁgummaLﬁmﬁuﬁ’usqm%agaﬁm
UsE9InIuaraunsAvaIuAaE I8 I(ﬂUﬁ?%ﬁ]yjafgﬁumiﬂLagﬂﬁﬂizﬂ’eJUVL‘U@y’J&JLLBGI‘Vl%ﬁ’N; o
nsaAsaInaimseudl 1 (GPAL) nsawdsainaiaseuil 2 (GPA2) insawdsanaiasoudl 3
(GPA3) 3udnIALaAesIY (AGPA) LﬁaéuegmmaﬁaulumiasmﬂmsﬁﬂmL%'mmﬂmm%uﬁ' 2836
Junu veyaunsaedsiidurosnianisineil 1 89 6 dufe axlaiamereyavesianlu 3 Jusn
iy wasifosnfuusaunsawasunsiiiinnuienvesiy uddeisueniionsandudsunas
Freonaniu mMsneasusuainasislunaniedanesiiunissiuunusznnaiiani o wanun 5
Sanesiy nadnsilaavnIeudisufulnefiansanainmanuusug (Accuracy) iy wagly

watian15aselutaaluy 10-Fold Cross Validation dsunisiiansanatvesnasansazidululu

LUINLAEINY AD WISAUNANARYY 3 ALY LULAEINUNUFTIVDTINIULN

1. %’agaéﬁumiﬂLaﬁaiuttdaznﬂﬂmiﬁnmummmLaﬁaiau

1NA1519 4-50 ﬂlwmmLm'ushﬁﬁﬁqmimm'aziuLmaizqimymywﬁwm NI slunin
MsAnudl 4 (GPAG) dwiduluinanuuludosnss (NB) SadnsvesnsUssidiugeiian aneniai
wuughdmdu 76.8% dmsu ¢ Tunadlvde ﬁmmwmmuﬁwqqqmv{ﬁuﬁa 72.2% Jadunans
UszifluanndiuUsinsaad esiuaes 6 nAnsane (AGPAS) dunalain tnsaedsluunazaia
nsAnwilvnadnsnsUssduiiuananetu walunmsanranisUssdunes 9 Wt widowilna
Uanevneueenisinen thumsgdaisnuunansdnwufiudusnnmilus tnsaadesiufidaailng
Nadns L nEN N umTutues e1afinsdifiunsnnamsdneniaanuuiugiues tudumnsed
1A divilnddnlansatesaniediouiuaanisaneineuuni wu Ganlanse D wie F luuis

o391 Wuay dwsunadeunussfiulauseiigadnaduniaseunsn Weswn fundeszeziian

[%
a =

g1IUNUNTINVTHUTANTIIANT WA lULULAALALLUUEIADUYIIAN
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NISSYUTTEUNAaNTDINTOYARA 1IN TARALA IS INAATIUANA 1Y

76

Accuracy (%)

GPA

KNN NB DT SVM ANN
GPA1 59.7 59.7 59.7 59.7 57.4
GPA2 64.3 64.3 64.3 64.0 64.3
GPA3 62.4 62.4 62.4 62.4 62.4
GPA4 71.1 76.8 71.1 71.1 71.1
GPA5 68.4 68.4 68.4 68.4 68.4
GPA6 64.3 64.0 64.3 64.3 65.8
AGPA2 60.1 60.1 60.1 60.1 59.3
AGPA3 62.4 63.5 63.5 63.5 63.5
AGPA4 65.0 64.3 65.0 65.0 65.8
AGPA5 66.5 65.0 66.5 66.5 66.9
AGPA6 72.2 12.2 72.2 72.2 72.2

A1579 4-51
n754U?ywﬁyvﬁma”wa“mnﬁayaé’mmmzaﬁéﬁ}”?z/h/maﬁltmnm’wn"’uuUwﬁiﬁfu
Accuracy (%)

GPA

KNN NB DT SVM ANN
GPA1 59.7 59.7 59.7 59.7 57.4
GPA2 63.1 63.5 63.9 65.8 64.6
GPA3 68.4 12.2 73.8 71.5 70.3
GPA4 779 79.1 76.4 75.7 76.0
GPA5 81.4 83.7 73.8 81.4 79.5
GPA6 83.3 85.6 75.7 84.4 82.1

ANSILATIZIRAIYNITLN

WYpyanIuNIAREY (GPA) MninsaagluniAn1sAnyLsn (GPAL)

TUaufananisanesndl 6 (GPAG6) wandlalumisne 4-51 vaneaaua luduususn (GPAL) azilifies

LNSALRAYVDINIANSTANEILTANITUY TuvuzisuUsNaae (GPA2) azUsznaulumeinsanasvainia

ANSANEILINLAZAIANITAN®IN 2 TuvazyinuawfeIny fanUsnaly (GPA3) Usznaulualeinse
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AbveInIANISAnwLIN MANsAnuT 2 uaznienisAnuil 3 Wuddulumudauieiuusii 6
(GPA6)

NadNEIINNEiLTeyANIALRABYeIN1ANIANYIT AR Ul eLfinaLd ug
luna é’Qﬁ?umaé’wéﬁﬁﬁqmﬁmmLinusTwwﬁﬁ'u 85.6% Sadunainaninsanderesis 6 MansAnw
paeluAaLUUIUADE 9918 (NB) Taedinadnswaiduanm1aaindanuainsnad ssiuees 6 n1a

n3fnw (AGPAG) MneUsuidiulanaununil aenelsiniy nadwsmarldsUuuuiinateiu Wufe

[
a

ANULNUEIVRIAANTTYINWIEgLLTTIvay AR 1N IALRAL TN INAIAFUEAUDINISANININTY

#1979 4-52

A1 URIINA AR YOI YT I TARALAIIANUNUAIING

Order Variables Normalized Weight Information Gain
1 AGPA6 1.00 0.918
2 AGPA5 0.91 0.831
3 AGPA4 0.86 0.787
il GPA6 0.85 0.779
5 GPA5 0.83 0.762
6 GPA4 0.79 0.725
7 GPA3 0.76 0.697
8 AGPA3 0.74 0.682
9 AGPA2 0.63 0.579

10 GPA2 0.62 0.567
11 GPA1 0.58 0.534

m'ﬁlmww?mam’:tiﬁ’mé’ﬁummﬁﬁmaﬂﬁaLLUﬁeTastqﬂ%auuagmmwLaﬁﬂ Tngluiadians
AUIUMIALNLAIIL (nformation Gain: 1G) 99NA1519 4-52 11U LNIALAAEIINTBY 6 A1A
sy (AGPAG) Innadwsgefignilaitoutusuusty Tnefininuanugmifu 0.918 diduil 2 Ae
nsmaBeTnves 5 namsAny (AGPAS) Tasfiunuaugidu 0.813 dmnidu insandesiumes 4

A1ANTTANY (AGPAL) LATLNTALAAYVURINIANTITANYIN 6 (GPAG) mammummyﬂu 0.787 Lay

'
a 1Y

0.779 muaau axiiunn faudsBalnagedugavesnisfinwiunnnilvsanuddgyidaiuduunn

o

[ 1% '
av a4

WU ﬁ/i’mLL@%@QU?%&QWU@N’]U’NSUQ@ maamimwmmmmNaﬁmqm%mqmiﬁﬂwwaaﬁamz

[% 1% v

Wueelsiledusanis@nwiwan sy ﬁamaamﬁwaaﬂaiuiwzLLiﬂﬁqizazﬂmwaqmﬁﬂm 9

Nan15Ive Tl asausefiulanidnssinadugnsnensfnwiwulaaeveyaly 2 Jusn
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Tnedfiannuaiugasds 0.787 Juduiuaaiigeiiies Fsamnsathveyatlulufedmuagluuunis

advayumsinwiniuiidanellaludn 2 INwdevewmangns

2. dayadunsandsluudazananisinwiuasinsaafesaulagld SMOTE

Tuivetanduninigaveyanunsandsluwnazniansfnyiwazinaniads saumUsy
auﬂaiﬁﬁ’ma’]al,ﬂmmaﬁuwLmﬁﬂmiajmé’uaéwLﬁueuawuﬂfjuﬁaaﬁmmwﬁ (SMOTE) wiaannifu
Fehmaveyaluasdlunanmsvnnets 5 wuu sansUssdusansalumss 4-53 insaadslunia
MsAnudl 5 (GPAS) IneAruutugrgaiian Ao 77.8% lnefiynlunalunadnsinidu sesasnie
insaadslun1Ansinundfl 6 (GPAG) uazinsaladsluniansAinunil 4 (GPAY) fifiananuusue
iU 76% uay 74% suddu dunalan adsdnansussiiniianiudunaunandauuainsaeds
Tuuwnazmamsine Tulsnsaadsnumiioutunislugeeyadady uanem wafda SMOTE vl
Aowadnsfiunnasoonly wnlunmsmssnaniewdude nansusediuaey 9 Winduidewilna
AuanveIn1sine tunsedadisiuuniansfnuifisiunnmiles insaadesufdanlng

nadwsnenTuwniy dwsuniassuiivssdulausefandinaduinsawdsainaiadeunsn

eI daniosseElIang 1IUUNILAUGANITAN Y aRAlAlNaTANWIUE1ABUYIEN

#1974 4-53

MTUTIUTIEUNAANTINToYaA 11N TAREEN I8N UAaTIUANA WY (SMOTE)

Accuracy (%)

GPA

KNN NB DT SVM ANN
GPA1 57.5 57.5 57.5 56.0 59.5
GPA2 58.0 58.0 58.0 58.0 58.0
GPA3 63.5 63.5 63.5 63.5 62.5
GPA4 74.0 74.0 74.0 74.0 74.0
GPA5 77.8 77.8 77.8 77.8 77.8
GPA6 76.0 76.0 76.0 76.0 76.0
AGPA2 62.0 62.0 62.0 62.0 62.0
AGPA3 62.8 63.5 63.5 63.5 63.5
AGPA4 68.5 68.5 68.5 68.5 68.5
AGPA5 68.8 68.8 68.8 68.8 68.8
AGPA6 71.0 71.0 71.0 71.0 71.0
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#1319 4-54

NMISSYUTTEUNAaNTINTOYARA TN TARELAISTINARTIUANA WTUUUUANTY (SMOTE)

Accuracy (%)

GPA

KNN NB DT SVM ANN
GPA1 57.5 57.5 57.5 56.0 59.5
GPA2 63.8 65.5 64.5 64.3 65.0
GPA3 74.0 75.3 76.5 77.5 76.3
GPA4 81.0 83.5 84.3 80.0 83.5
GPA5 83.5 86.5 82.3 84.5 81.5
GPA6 87.3 90.5 86.0 89.8 87.3

& v '

MIATIEAIEMTiNYeyanunIaRae (GPA) nnsadsluniAn1sAnewiusn (GPAL)
lUaufien1an1s@nunil 6 (GPA6) wanslalum1s1e 4-54 HATWSIINNITLANUYBYANIARABVDINTA
nsAnNRRneiuIzIgidANwINE InAulnagWuTey 9 uwaKaaNsNATanAe INSALRREVDY

1 = a "o = o ¢ ' A s ¥ Y] = ‘oo
Ne 6 ANANITANWN Wmﬂ?qNLLNUUqQQQQ 90.5% NﬁaWﬁLWaWUNEULLUUWﬂaWBﬂU UUAD AITULLUUEN

¥ '
= IS

vosluwamehunegaudlefiveyanunsaaisfinilnagnduanvesnsfinunniu nsussgnaly
wadla SMOTE iisdsyansnisviunglniulinng Ssagfiuainaauuugiiastulunnnsa e
firsanneyaluraesuanvesnisine dufle insaadsluniansfinwusn (GPAL) Tuaufls
aamsfinuil 4 (GPAG) Innansvhuiefineursusudinelunanuludndula (OT) Alvdaianu
Luug AU 84.3% Faiflssmenenisthunsuunyseinnyesddn eenslsiam mﬂﬁéﬂjaagaﬂﬁmm
Usenoumefavamalnisyinuousg Bty
mi‘imiw%wamﬁmﬁqﬁ'ummﬁﬁmaaﬁaLLUi@T’meTaaﬂag’mmmLa?{ﬂ Tnglgimadiansg
AR NNLAINY (Information Gain: IG) 21NA1519 4-55 WU2T LNTALAA BIILTBY 6 N1A
3R (AGPA 6) Innadwsgefigaidiaifisutufudsdu Tnediaunuarmginidu 1.188 didui 2
fio insaadvosniansfineil 5 (GPAS) Fefimnuarwgidu 1.125 daundu insaadesiuves 5
MANSANE (AGPAS) wasinsaldeniamsfnuil 6 (GPAG6) meannuA gy 1.108 way 1.097

MNaRy Az Aaudsdurilnagedugavenisfnuiuinmilnsanud AgAB LANTY ninue

1% 1% '

e

LY

npUszaInvesnuldeiiie noan1svsIvanruIRadugVENIINsAnwvesidnavidueeslsde

q
[ v v
o & =

d159Msfnwnal fatiy JanetodeveyalusreisnieseeenanveIn1sAngy) Janan1svinunena

o)

a

nanty 2 Jusn nedlyveyainsadeTinyes 4 A1ANSANYY (AGPA4) idlanuANsinIAy 1.079

9 Y

Fedmndunadnsigneaunis amewaldaunsadveyalu 2 Jusn Wlwiierdmuazuwuunis

atvayunsEnwlniuiidanslulaludn 2 INwdevewdngns
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1519 4-55
SRR YIS IUN SRR 28R IAUAIINT (SMOTE)
Order Variables Normalized Weight Information Gain

1 AGPA6 1.00 1.188
2 GPA5 0.95 1.125
3 AGPA5 0.93 1.108
4 GPAG 0.92 1.097
5 AGPA4 091 1.079
6 GPA4 0.85 1.009
7 GPA3 0.84 0.992
8 AGPA3 0.76 0.906
9 AGPA2 0.7 0.837
10 GPA1 0.69 0.825
11 GPA2 0.65 0.768

nanTIderiamuauusyaveyasenituaesguuuy e wuuiuyaveyadafuuazuuuiiiiu
ﬁqm]uauuaﬁshumsﬂ'%uauaauga ﬁ?%%Uﬁﬂ%@Qa%ﬂLam Frulsiinanemsvinefign loun insaiade
v0901AN13ANET 4 (GPAG) Tasfiarmnuuuugniiu 76.8% uarnniveyainsaiad sesnia
Msfnudl 1 fs 3 isuiiesierng sgdadmalndaamuusudifigauluidu 79.1% tasleluaa
LUULARE1918 (NB) wnnluyavoyaiiufuaunaua fuUsiisinanenisviueifign Ae tnsnads
Y9IMAMIANYIT 5 (GPAS) msAPLLsg Y 77.8% S?fa%vi’ﬁgjﬂ?mé’qmawé’ﬂqm Fatd 01
posn1ssnunUsznianlugag 2 Tusn nedly insaedsvesnianisinuil 4 (GPAA) iiusauys
udn afleenuuauginify 74% warolaveyainsainevesniamsdined 1 s 3 u19iasien
p28 ArATILLE1zRud uliidy 84.3% Taglelumanuludaduls (OT) ssfiun yaveyaiiusy
aunaualviadnsAngavoyadady agulann insnndsarauanassdusnaglnveyaiiismely
mssuunUssanidmasinadugviniiniadoueglunauls ueznslumafiamsguiosaiues
YuNquUEEANATIEY (SMOTE) Baglunanisviiuiefity nadwsannssurumsnunuaugiaziiy
Useloruney3uinroundngnivionnnaissluamas dmiuniseenuuumslnanumiemde nns

'
v a o o 4

Anduls visemsmeunuaivayunsnwiviuidalaeerwmnzay sudadudadeddyizseln
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nsUulsmangnsiiussansnmagediy
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(SMOTE) waglnthapmayafiuiuaunauauikiunszuinnsmemiiomeyaiieiUsuiiiouiuy
voyafidslulayuauna
miAdeiveduiuinisasdinansiuesadugninensinyvesidslusiseiausn
vosnsAnmasavilaossdivszansam Tnsdanuuaudi gefissesay 84.3 aelunanulsl
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< o a v
dUUssauanyIINIUIY

Yo v ¥
v < '3

MAefiyauumTinsgnveyanlgnsinuenadugnsnansseulussruUTynsinely

3

v

Sanediuiilasuainuion 5 danediu ilevinisUssdunadnsogruiuszuy muideifa
UsgAnsnmvaslinanisduundssanaennaaninsanudvaudaduisinsgudmiuns
Ussifiunavosdluinadnuned Tnsfansananaieglumsauningauduau wnsinfiyidelven
thwiinunfianfie Aarauug (Accuracy) SdlagnihurlsiUSeudfisuwasieselunainuaioyn
Yoy NMIAARLLUNAMITIuTesiAniuaiy q amsavslvnieivianin ke UTuUTe
naduquivnansidsuvesianlaesnanzan memadanisvunieoyanansfine el

Nevasiumansaumaluladansaumeasgrainvateusuinlgiu laun aifimans aansaiunis

v 1%
6 ~ !

vTﬂmﬁaq%ayja ANEAITANUNNSISIUIURATO wagenansaudyeUseing madnsfilaanansoluly
Usznauniseenkuumangasansaumnadnuilusuian WislnaenaaosfusmsgIuTeAIeuEN1s
Usgiunmuninumine deendeu (AUN-OA version 4) lndnaae nadwsiilannauideannsoagy
Julssduddalameluil

1. veyamulszrnsinansUssdvlussduuiunaamiu lnefiaanuusughgeaniios
sevay 58 anMsasslumansiuunUssnnmesanesfiulasmieUszamidion (ANN) sesaniie
nansUszdiuanlinadnnesannmeswrdu (SVM) Taedaianuuiuginifusosas 57.5 1ile
fsanamnsdadeviemudsifinanensiuienu insaadsanlsadeudsen (SGPA) i
unitgauazsnndadodduiiaeaduesiann dufe ﬁéwmummﬁwﬁﬁ’u 0.448 @ududiaes
ﬁams‘ﬁwmmﬁmimﬁmmummgvﬂm 0.178 Wy Jasudu 9 n1uUszrnsinadnsvesns
Ussifiuituesasludn fudu snanisUssdiuilaanansnagule gaeyanulssrinsvesianumula
fnanenadugrisnensSeuredidnluumiinedias snnufisunsanisannlsaSoudseumdui
weaznlysznounsfiasansadugvinensdouls audadeiiftminnonisussiiuesiiae
loun wrvesiian sosawnie aonun1siiues %qﬁhqmummiﬁm 0.019 waz 0.047 M1UANU
Tuwaiitadedu q wu erdwrdenelavesdnunse vie maundiduie asufinansussfiudien
wn ety nsidamdunaerls ffuewmiely dufiemauiln wieOnunsavherdwesls audma
éamaﬁqu'émqmiﬁﬂwwaqﬁﬁmuﬁuagﬂuLﬂmsﬁ‘ﬁ'ﬁwmﬂ

2. ﬁffayjaéjmmsmaqLLm'azswsﬁﬁmﬁmaG{awaé’uqmémqmiﬁmanaﬂdﬂ%@;ﬂaﬁwuﬂﬁzmﬂi
sensdifezddy mniheivveddaneuniiseulduasnnusedninnuainsinsses
lﬁymmml,aiusj’wqaﬁq;aaaz 91.3 mrelamanuUIUADE13318 (NB) aenslsinny ilesaninguszasa
ﬁuaqmﬁé’fsmLﬁuluﬁmsv‘hm&maé’qu%‘mwmiﬁauémwﬂw Wioflagmuumsiuussmanisiou
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AravIngaNBaty Seazasuussfuddyiistugareyanuinsavesunasnquseiviluiave
dnl

3. goyamunInveInauTIE v AnyWhludnanisussdusglunumi Tnefimanusug,
sovay 77.3 nmavaanamslunadnnesnnnosussdu (SVM) lnailunanisUsediusesasn

Aolutnalasavnguseanvion (ANN) Tngdaanuwlug15as 76.5 MNRASUNANIES187T 18y

£%
aa v

397 WU S1EAINITIUEIANAITian8led i (Moving Forward in a Digital Society with ICT) a1

hwiinlaanunseindu Tnefleunueiugimitu 0.748 Turnefineindduiiaosdainuanimg
e 0550 Fspaur N IgIvusnwoaunls daiu §3de3duiminduneiv nviudse
Fdvamlediiiedvniienfiinud daiiisamedagihuiussnounisiansanmnadugng nis
nMsAnwvesiidn auseinimielunquieindnviialuluamnsotundseneunsinsen
voyarismefimudiniusiufulsiumanefinouyei

4. goyamunInvenguIeivientiduinanonadugrinininieusylussduiun laed
AAILIuEgeeTenay 87.8 9INN1IMAABINIETILAALUUIUADE19918 (NB) TuinadiTvkanis
Ussiiiuludduiiaesie lunalassuneussamiilon (ANN) Aifianauusiudisesay 84.3 Fadsleln
wadwsieglunama Wofiansanamzneivinua Meivmsifelazadinisasaumadng
(Research and Statistics in Information Studies) ﬁﬂlﬂmummiqa‘ﬁ'qm A8 0.989 93IAIUNAD
3183U1N1FINTLUUNINEINTATAUNA (Organization of Information Resources) Wag 183910303
AsEUNALaTYIEN13ALAI7 (Information and Reference Services) é?faﬁﬁ;mﬂfﬂmmﬁﬁﬁymﬁu
Tneflununugmidu 0.82 sednfivieluddusesaunidsnsdinamsUssduaglunami fuiu
voyagnidsdinauugigeian fdadunedudesndnuneiniundniidatuneiven
tfafu Faduriladdyvemangmstiuies

5. geyanunsavasnausisivionidenlunansusuiiuuesniinqueivientsduey
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NPT NNDIALINLADTLNYTY (SVM) @gA1ANULUIUE15088E 81.8 LUBANIITUIINLARLIIYIV

NWUIN 318’3%Wﬂ1iﬁamiﬁu@yjauazm%‘ammauﬁ%mai (Data Communication and Computer
Networks) Tnaainuinuaugaangaiameuiuseiviau lnedannuaauginiiu 0.812 dwui

I~ a YA a « a M . . . a
A99AB 18TV INITAUAUATAUNADLANNIBUNA (Electronic Information Retrieval) lagdanu

o v o

ALY 0.713 ﬁ]zLﬁu’nmmwuﬁqLLazamﬁmmummgmﬁuwaammi arusnedvnluanaun
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